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Bilingual parallel corpora are an extremely important resource as they are typically used

SMT experiments

in data-driven machine translation. There already exist many freely available corpora for Q;ﬂg%; f ggg%%a%ﬂ left part : right part
. . . LN . A
European languages, but almost none between Chinese and Japanese. The constitution classic game ‘The—gam: is very good.
flar ilingual corpora i roblem for less documented language pairs. We construct EWEH - RAEEW 753y IWEE  SOYEEIEETH LW : N .
oriarge bilingual corpora is a p 0 . . guage p . " S W ‘ — o e , e Experimental protocol: To assess the contribution of the generated quasi-parallel cor-
a quasi-parallel corpus automatically by using analogical associations based on certain Hike classic.” " Very good, | like it. classic narrative’ *The narrative is very good. . . . S
qumber of barallel corous and a small number of monolinaual data. Furthermore. in SMT ZE BN - ARSI 753y IER T COEFEIETH VW pus, we compare two SMT systems. The first one is constructed using the initial given
P P J ' ’ Classic!“Very gooad! ‘classic music’ “The music is very good. ASPEC-JC parallel corpus. This is the baseline. The second one adds the additional

experiments, by adding this kind of Chinese—Japanese data into the baseline training cor-
pus, on the same test set, the evaluation scores of the translation results we obtained
were significantly or slightly improved over the baseline systems.

quasi-parallel corpus obtained using analogical associations and analogical clusters.

G ti f t . logical iati Baseline Chinese Japanese
eneration of new sentences using analogical associations _ sentences 672315 672315
'© | words 18,847,514 23,480,703
Building analogical clusters according to proportional analogies e Generation of new sentences " 'mean =+ std.dev.|28.12 + 15.20 35.05 + 18.88
We use analogy as an operation by which, given two related forms (rewriting model) and + Quasi-parallel %1;”1932 Jé;%%n;%;g
ol : : 2 : : T sentences : :

e Proportional analogy establishes a general relationship between four objects A, B, C only Onﬁl form, the fO;Jrl’:h ml.ssmg form is coined=. Applied on sentences, this principle '§ S 19212 187| 24512075
and D: "Aisto B as C is to D”. An efficient alg%orithm for the resolution of analogical can be illustrated as follows: B B L = hean 4 std.dev. |27.13 - 14.19 34.93 - {7.92
equatlons haS been proposed In (Lepa965 1998) . E‘%\L:ﬂm L/TTé \/lo . "Cé;t\:[.j\i(] / .. J_:‘%H-’ib:% LTTé \/lo . L Both experlments Chlnese Japanese

— = 1FAMNICHE SRS o Ssentences 2,090 2,090

Ala = |Bla = Cla = |Dla Va | == EzVRICR L ekl 2| words 60458 73177

A-B-C-Do 1(A.B) = d(C.D) e Experiments on new sentence generation and filtering by N-sequences * mean =+ std.dev. 28.93 + 15.86/35.01 + 18.87
B ’ ’ We eliminate any sentence that contains an N-sequence of a given length unseen in . sentences 2,107 2,107
d(A,C)=d(B,D) our data. For valid sentences, we remember their corresponding seed sentences and © words 59,594 72,027

the cluster identifiers they were generated from. mean + std.dev. |28.28 + 14.55/34.18 +17.43

e Sentential analogy:

RRucHicL | Baucricl | CicRLT JTIcRE L T Chinese Japanese . . . . -
Ty T L, SN R # of seed sentences 99,538 97.152 o Experimental results (using the different segmentation tools and moses version):
. . . . f cl r 23,182 21,97 - . i
e Analogical cluster: We can cluster sentential analogies as a sequence of lines, where zgf g::;ied:lte sentences 105 :(3)35 500 30 18% 4524 — segmentation tools: urheen and mecab, moses 1.0: significant.
each line contains one sentence pair and where any two pairs of sentences form a Q,— 29’0/ d_ 4(’)0/
sentential analogy. , — ° _ — ° BLEU| NIST | WER | TER |RIBES
R | unique  seed—new—# unique seed—new—# "y baseline 29.10 7.5677 0.5352/0.5478 0.7801
HBRICHIO L TRa vy, BERICHE L THRL v, # of filtered sentences  |33,141| 67,099 40,234 84,533 2131, additional training data | 32.03 7.9741 0.5069 0.5172 0.7906
IS - L . Q= 96% Q= 96% - baseline 22.98 7.0103 0.5481 0.5711 0.7893
ISR LT ave tInlc R L Taklve, ja-zh | dditional training data| 24.87 7.3208 0.5273 0.5482 0.8013
LOHT NIV, T COHTHNL LY, e Deducing and acquiring quasi-parallel sentences
. . . We deduce translation relations based on the initial parallel corpus and correspondin - .
e We produced all possible analogical clusters from Chinese and Japanese unrelated . P P P J —segmentation tools: urheen and mecab, moses 2.1.1
. . clusters between Chinese and Japanese.
unaligned monolingual data collected from the Web.
Chinese Japanese Chinese—Japanese BLEU| NIST| WER| TER RIBES
Chinese Japanese Initial  par-| Corresponding | Quasi-parallel e baseline 33.41/8.1537/0.4967|0.5061|0.7956
: — — — — -ja .. g
# of different sentences| 70,000 70,000 seed—new—#| seed-new— allel corpus | clusters corpus + additional training data 33.68 8.1820 0.4955 0.5039 0.7964
# of clusters 23,182 21,975 67,099 84,533 | 103,629 15,710 35,817 ja-zh baseline 29.3317.3885)0.5227)0.5427)0.8053
’ ’ ’ ’ ’ ’ ’ + additional training data | 25.807.4571 0.5176 0.5378 0.8060
. iy _ A . B Csee XHGIU—Z I
tAenSCl:;h clusters can be considered as rewriting models that can generate new sen A TR d h _ segmentation tools: kytea, moses 1.0
' AR
. . . L . . . - p - 23N R =7 ‘ . ,
e Extracting corresponding clusters by computing similarity according to a classical Dice BN - RATEEX 72—;;2%’ = é’%ﬂﬁé is very good. BLEU| NIST | WER | TER |RIBES
formula: . “VE . . baseline 28.357.31230.5667 0.5741 0.7610
Z 3l SN ‘That’ | the film. ; - e - - - - '
g 2% ., N Sjal g 1 (Simp 1, + S =S %E'Bi ats very good, the film 2NJa | additional training data 28.87 7.4637 0.5566 0.5615 0.7739
— . Con—Cia = 5 left right A : 3 Cseed - Xnew—ja . baseline 22.83 6.95330.5633/0.5853 0.7807
|1Sonl + ’Sja’ S 2 =5 = = = — - J 2h : : : :
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S, and §;, denote the minimal sets of changes across the clusters (both on the left or 753y 75;2 : :03%;,31 Y THin ‘C,asgcjf,-,m, S “The film is very good. + additional training data| 23.18 /7.040210.554770.5778/0.7865

right) in both languages (after translation and conversion).
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