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A Data and Code

As well as this document, we also include the
key data and code used in this work. Due
to file size limitations we do not include all
of the resources we have constructed. For
additional content, see https://jkk.name/
irc-disentanglement. Of the data, we pro-
vide:

• ASCII versions of the messages.

• Graph annotations.

• Annotation guidelines.

We do not include other forms of the messages
(raw text or tokenised text) and other forms of the
annotations (conversation clusters).

Of the source code, we provide:

• System code for our neural model.

• Tools for useful conversions (e.g., graphs to
clusters).

• Evaluation metrics

We do not include a range of other tools for
pre- and post-processing of the data, collection of
statistics, and other forms of format conversions
(e.g. Elsner’s format to/from ours).
Format: The data is stored with stand-off annota-
tions. There are a set of ascii text files containing
the original logs. For each file there is a matching
annotation file with lines of the format ”number
number -” where the two numbers refer to lines
in the text file, indicating that the two lines are
linked. If the two numbers are equal, the link is
a self-link, indicating the start of a conversation.
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B Data Selection

The paper provides the most important aspects of
the data selection process. For completeness, we
provide additional details here.
Pilot: Partially chosen randomly, and partially at
times of light and heavy use of the channel.
Dev & Test: Ten random points in the logs each,
with 250 and 500 messages at each point respec-
tively. Samples were chosen at random, but we ex-
cluded cases with a large number of system mes-
sages (a third or more of the messages) or many
in a row (thirty or more). These came up particu-
larly in the early days of the channel, when a lot of
additional system logging occurred and not many
users were active.
Train: Data was sampled in three ways: (1) the
same way as Dev and Test, (2) the same way again,
but with only 100 messages annotated (used to
check annotator agreement), and (3) time spans
of one hour, chosen to sample a diverse range of
conditions in terms of the number of messages,
the number of participants, and what percentage
of messages are directed. When counting users
we take into consideration system messages that
announce changes to names, so that each user is
only counted once. To count directed messages
we considered the first word in the message, re-
moving a trailing colon or comma if present. This
approach is approximate, but covers the vast ma-
jority of uses we observed and so was deemed suf-
ficient for data selection. We sorted the data inde-
pendently for each factor and divided it into four
equally sized buckets, then selected four random
samples from each bucket, giving 48 samples (4
samples from 4 buckets for 3 factors).
Channel Two: Drawn from another channel, this
is the message log annotated by Elsner and Char-
niak (2008), plus the 100 message gap they did not
annotate between their dev and test sets.
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Figure 1: Data statistics (heatmap) and the samples for the third type of training annotations (circles). Values are
calculated for each hour in the data, then hours are bucketed and counted for the purposes of visualisation (buckets
are width 3, 20, and 2, for users, messages, and percentage directed respectively). Note, the colour scale varies
between plots, as the highest observed count depends on the factors defining the buckets.

C Models

C.1 Baselines
Link to Previous: This method does not separate
conversations at all, but provides a reference point
for metrics. Every message is linked to the pre-
vious non-system message and system messages
are left unlinked. For graphs, this is the majority
class baseline. For conversations, this corresponds
to putting all messages in a single conversation, a
common baseline in clustering.
Elsner and Charniak (2008): This system has
two phases, one to assign a score to a pair of mes-
sages indicating if they are part of the same con-
versation, and one to extract a set of conversations.
The scoring phase uses a linear maximum-entropy
model that predicts if two messages are from the
same conversation using a range of features based
on metadata (e.g. time of message), text content
(e.g. use of words from a technical jargon list),
and a model of unigram probabilities trained on
additional unlabeled data. To avoid label bias and
reduce computational cost, only messages within
129 seconds of each other are scored. The extrac-
tion phase uses a greedy pass in which each mes-
sage is linked to the earlier message with the high-
est score from phase one, or with no message if all
scores are less than zero.

We retrained the unigram probability model and
the max-ent model using our training set. Since
the system can only work with one file at a time,
we merged our annotations into a single file, with
a two hour gap between the last message from one
file and the first from the next.
Lowe et al. (2015, 2017):1 This work focused on
dialogue modeling, but used a rule-based approach

1 No code was provided with the paper, but it was released
at https://github.com/npow/ubuntu-corpus.

to extract conversations from the same Ubuntu
channel we consider. Their heuristic starts with
a directed message and looks back over the last
three minutes for a message from the target re-
cipient. If found, these messages are linked to
start a conversation, and then follow up directed
messages from one user directed at the other are
added. Undirected messages from the two partic-
ipants are added if the speaker is not part of any
other conversation at the same time. Conversa-
tions are filtered out if they do not have two par-
ticipants and four or more messages.

We tried running their heuristic in two ways.
First, we provided all of the data at once and gave
them additional context - the entire day on which a
sample was from. If the standard context extended
into the previous day we provided that entire day
as well. The motivation for this was because the
heuristic was developed to be run on the entire
Ubuntu dataset, not small samples. This produced
extremely poor results, with no completely correct
conversations (as reported in an earlier version of
this paper). Second, we ran the system separately
for each sample and provided the same context
as other systems received. These are the results
shown in the paper.

Wang and Oard (2009): A weighted combination
of three estimates of the probability that two mes-
sages are in the same conversation. The estimates
are based on time differences, and two measures
of content similarity. For each message they find
the highest scoring previous message and create a
link if the score is above a tuned threshold.

Mehri and Carenini (2017): A system combina-
tion approach with several models: (1) an RNN
that encodes context messages and scores poten-
tial next messages, (2) a random forest classifier

https://github.com/npow/ubuntu-corpus


that uses the RNN’s score plus hand-crafted fea-
tures to predict if one message is a response to
another, (3) a variant of the second model that is
trained to predict if two messages are in the same
conversation, (4) another random forest classifier
that takes the scores from the previous three mod-
els and additional features to predict if a message
belongs in a conversation. They train on the orig-
inal Elsner data, graphs annotated for a subset of
the development data, and the conversations from
Lowe et al. (2015).

C.2 New Statistical Models

We explored a range of approaches, combining
different statistical models and inference methods.
We used the development set to identify the most
effective methods and to tune all hyperparameters.
Tuning was conducted via random search, sam-
pling 100 configurations, then refining the search
and sampling another 100.

C.2.1 Inference
First, we treated the problem as a binary classifica-
tion task, independently scoring every pair of mes-
sages. Second, we treated it as a multi-class task,
where a message is being linked to itself or one
of 100 preceding messages.2 Third, we applied
greedy search so that previous decisions could in-
form the current choice. In all three cases, we
experimented with cross-entropy and hinge loss
functions. On the development set we found the
first approach had poor performance, while the
third approach did not yield consistent improve-
ments over the second.

By using the second approach we are unable to
recover graphs. Experiments with methods to se-
lect multiple links did not yield improvements.

C.2.2 Model
We used a feedforward network, implemented
with DyNet (Neubig et al., 2017). We varied the
number of layers, the non-linearity, hidden dimen-
sions, input features, and sentence representation.
We also explored alternative structures including
adding features and sentence representations from
messages before and after the current message.

As input we use two versions of the messages,
one that is just split on whitespace, and one that
has (1) tokenization, (2) usernames replaced with
a special symbol, and (3) words that occur less

2 In theory, a message could respond to any previous mes-
sage. We impose the limit to save computation.

Per Message
Type of message (system or utterance)
How many users it is directed at
How long ago this user last wrote
If the same user wrote right before or after
Are they a bot
If this message is targeted
If their previous message was targeted
Year it was sent
Hour of the day
Messages per minute in this log

Pairwise
Number of words in common
Time difference
Number of intervening messages
Is the user the same
Is each message directed at the other user
In between, are there messages from either user
Previously, did one user address the other
Do they have the same target

Table 1: Message features as input to our models. All
are represented as values between 0 and 1 (most as a
binary choice).

than 65 times in the complete logs replaced with a
word shape token. Using the messages and associ-
ated metadata, the model uses a range of manually
defined features as input.

For training we varied the gradient update
method, learning rate, learning rate decay, loss
type, batch size, weight decay, dropout (both at in-
put and the hidden layers), gradient clipping, and
weights for the loss based on error types.

The best model was relatively simple, with two
fully-connected hidden layers, 512 dimensional
hidden vectors, softsign non-linearities, and sen-
tence representations that used the average and
max of 100-dimensional word embeddings trained
using GloVe (Pennington et al., 2014) on messages
from the entire Ubuntu IRC channel. We trained
the model with a cross-entropy loss, no dropout,
weight decay of 1e−7, and stochastic gradient de-
scent using a learning rate of 0.018804, learning
rate decay of 0.103, gradient clipping of 3.74. We
used early stopping, running for up to 20 itera-
tions over the training data, stopping after no im-
provement in 5 iterations and saving the model
that scored highest on the development set.

We also considered a linear version of the model
using the same input and output, just no hidden
layers or nonlinearity. We tuned hyperparameters
separately for the linear model, also using random
search. The final values were a learning rate of
0.0465, learning rate decay of 0.086, gradient clip-
ping of 2.165 and weight decay of 1e−6.

For evaluation, we averaged results from ten



models with different random seeds. We also use
the ten models to form ensembles in three ways:
Union: Any edge predicted by one of the models
is included. Self-links are only returned if all mod-
els predict that the message should link to itself.
Vote: Edges that every model predicted are kept,
all others are discarded. Any message that does
not have an antecedent after that is linked to itself.
Intersect: First, we convert the graph output to
conversations. Then, every conversation that all
ten models agree on is kept. Other conversations
are broken up to have every message as its own
conversation.

D Dialogue Modeling

For our experiment on training next utterance se-
lection models for dialogue, we did the following:

• Trained 10 FF models.3

• Ran all 10 models on the entire Ubuntu chat
logs. The dataset was sliced up for parallel
processing. To avoid odd edge affects, the 10
models saw versions sliced 10 different ways.

• Applied the Intersect approach, but requiring
only 7 or more models to agree.

We then filtered the conversations so that (1) the
first message is not directed, (2) there are exactly
two participants not counting the channel bot (a
helper and the person seeking help), (3) no more
than 80% of the messages are by a single partici-
pant, and (4) there are at least three messages. This
gave 114,201 conversations.4

Using the new conversations, we performed a
next utterance selection task. Systems were given
partial conversation cut off before a message from
a helper and needed to predict the next utterance
from a set of 10 options, where nine are randomly
chosen messages from helpers in the full dataset.
We measure performance with Mean Reciprocal
Rank, and by counting the percentage of cases
when the system places the correct next utterance
among the first k options (Recall@k).

We applied two standard models to this task:
a dual-encoder model (DE, Lowe et al., 2017),

3 These models have a slightly different configuration
than the models used in the main experiments (they are the
best configuration before conducting the random hyperpa-
rameter search).

4 This filtering process is slightly different from the one
used in DSTC 7 track 1 (Gunasekara et al., 2019).

and the Enhanced Long Short-Term Memory
model (ESIM, Chen et al., 2017). We imple-
mented both models in Tensorflow (Abadi et al.,
2015). Words were represented as the concatena-
tion of (1) word embeddings initialized with 300-
dimensional GloVe vectors, and (2) the output of
a bidirectional LSTM over characters with 40 di-
mensional hidden vectors. All hidden layers were
200 dimensional, except the ESIM selection layer,
which had 256 dimensions. Finally, we limited the
input sequence length to 180 tokens. We trained
with batches of size 128, and the Adam optimizer
(Kingma and Ba, 2014) with an initial learning
rate of 0.001 and an exponential decay of 0.95 ev-
ery 5000 steps.
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