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1 Hyperparameters

Our vocabulary consists of 150k most frequent
words in Wikipedia corpus. Following (Mikolov
et al., 2013a; Pennington et al., 2014), we have
reported results for 300-dimensional embeddings
on intrinsic tasks. However, for extrinsic tasks
results are reported for 256-dimensional embed-
dings since pre-trained ELMo model is available
for only {128,256,512,1024} sizes. For train-
ing baselines, we use the code provided by the au-
thors with the default hyperparameters. For train-
ing SynGCN and SemGCN, we use Adam opti-
mizer (Kingma and Ba, 2014) with learning rate of
0.001. Following (Mikolov et al., 2013b), subsam-
pling is used with threshold parameter ¢ = 10~%.
The target and neighborhood embeddings are ini-
tialized randomly using Xavier initialization (Glo-
rot and Bengio, 2010). In GCN, number of layers
(k) is taken as 1 and ReL.U is used as the activation
function.

2 Evaluating performance with same
semantic information

In this section, we present the complete set of re-
sults for comparison of SemGCN against other
methods when provided with the same semantic
information (synonyms from PPDB). Similar to
Section 9.3, in Table 1 and 2 (Please look at ta-
ble on the next page), we present the comparison
on intrinsic tasks and extrinsic tasks. Please refer
Section 9.4 for more details.
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Method POS SQuAD NER Coref

SynGCN 95.440.1 79.6+£0.2 89.5+0.1 65.840.1
Retro-fit (X,1) 94.840.1 79.6+0.1 88.840.1 66.0+0.2
Counter-fit (X,1) 94.7+0.2 79.9+0.1 88.24+0.3 65.5+0.1
JointReps (X,1)  95.4+40.2 79.4+0.3 89.1+£0.3 65.6+0.0
SemGCN (X,1)  95.54+0.1 80.4+0.2 89.7+0.2 66.1+0.2

Table 1: Comparison of different methods when pro-
vided with same semantic information (synonym) for
fine tuning SynGCN embeddings. Please refer Section
9.4 of paper for details.
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Init Embeddings (=X) Word2vec GloVe Deps EXT SynGCN
Dataset WS-S AP MSR | WS-S AP MSR | WS-S AP MSR|WS-S AP MSR | WS-S AP MSR
Performance of X 714 632 440 | 692 580 458 | 657 618 403 | 69.6 526 188 | 732 693 528
Retro-fit (X,1) 723 671 468 | 726 587 472 | 652 623 410 | 69.1 542 405 | 753 671 514
Counter-fit (X,1) 69.0 633 315 | 683 566 296 | 575 563 320 | 556 535 358 | 714 625 317
JointReps (X,1) 69.7 569 287 | 705 527 375 | 618 587 368 | 701 542 211 | 764 618 282
SemGCN (X,1) 743 640 342 | 783 591 512 | 685 619 444 | 695 560 500 |

Table 2: Evaluation of different methods for incorporating same semantic information (synonym) initialized using
various pre-trained embeddings (X). M(X, R) denotes the fine-tuned embeddings using method M taking X as
initialization embeddings. R denotes the number of semantic relations used as defined in Section 9.3. SemGCN
outperforms other methods in 11 our of 15 settings. SemGCN with SynGCN gives the best performance across all
tasks (highlighted using [ - ]). Please refer Section 9.4 for details.



