PhraseCTM: Correlated Topic Modeling on

Phrases within Markov Random Fields

Input: Text corpus with phrases extracted by AutoPhrase [1] Output: Phrase-level topics and the correlation among them
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® the topic of a phrase is highly related to the topics of other words
and phrases in the same document.
® some phrases’ meaning can be implied from their component words.

Table: The statistics of the datasets. In average, phrases appear
more sparse than words. Phrases are extracted by AutoPhrase [1].

20newsgroups/sci.space/62117
An Example
It will be tough to make DC-X succeed, and to turn
it into an operational orbital vehicle.poubtless it N —— o - scsasssssassisoissssty |, atin american countries pp— vn R oAl Rman Rghts ™
. . " » . . o | ferrocarriles argentinos 0 railway line : 35 latin america : 15 communist party dirty war ;
will fail to meet some of mised go : orbital vehicle i | national government railway station : latin american E Socl:ltahslt par:y military dictatorship |
T ' 5 t ti t ti : th ' i political party - - e
reason people are so fond of it is that t's the only | argenting state argentine state. || Feronco | working olass crimes against hum- |
chance we have now Ow_u, ] “launch vehicle” : passenger services passenger services | mexico city peronist youth oolitical prisoners
’ _ _ _ B -railway————-= TR % _ ;
come, to develop a launch vehicle with radically g s B — AGUOUIUE. ........ hub topia Y x Tary coup i
|OW9r COStS . t t d argentine television yerba mate 10 latin america JU_StICIaIISt_gartty national reorganization
. extracite ; radio station P metric tons : recent years : vice presiaen i 5
E cris morena P agricultural products - argentine government | lower house arrr?égcfi?ges
e words phr ases soap opera food processing E world war E arturo frondizi military dictatorship
. | argentine telenovela | : argentine beef twentieth century centrist radical civic military junta
Figure: The arrows show semantically coherent links for MRF. S 0" _eCOTOMICE r B
. . e |V e [ 7T oo T 26| rcicno o
» Not all phrases can be implied by their component words. | Ckespace |1 | waterresaurces | footrade | soiast pary
commercial success | drinking water foreign investment 5 running mate ;
5 film festival P public works 5 argentine peso : i civic coalition E
® e.g., the newspaper Boston Globe |2] s 5 s e
" "1 " ' o e eiieieiieietuietteielieietieietuietteielelutietutiettuietieieteeldeltlelteleteletetielehtelteitelhtetihhiehlle bkttt o
g . . 75 argentine fim ;28 paraguay river 20 summer olympics 45 boca juniors 30 argentine football
» Semantically coherent links | gt |10 | endmenaly | soun american vord cup oo oo |
ar?netgrlr?;[io:maarlnarrllm uruguay river world championship fifa world cup O}[Qg,{%;ﬁggr:]no
i . . festival hydroelectric power pan amer_ican games rivgr plate ine football ]
O FOrm at d dOCU ment dS WOI’CIS, ph I’aSGS, SEMa ntlca | |y COhel’ent ||n kS j— lsilv_eetség/:dor fow;ar station olympic games copa libertadores —_— argentlnii;%na asso
: film&television P NATUIAl FESOUICES oo e e e e e e RO S :

between phrases and component words".
® determine the semantic coherent links between wgp) and wy; by

utilizing NPMI, s(w”’, wys) = min ey INPMI(wj, wy)} > 7 = 0.4

Figure: A part of the topic graph (K=100) generated by our
method on the Argentina-related Wikipedia pages.

Human Study

PhraseCTM
In a Markov Random Field of document d, we have CTM_ | PhraseCTM
i P v Maths Argentina Maths Argentina
p(zd7 25173)’7700 _ 1 ﬁ p(de‘ﬁd) ) ﬁp(ZgD)‘W) i exp{i( K . Z ](ZE{P) _ Zdj))} GrOUp A 12.4 - - 7.5
Adna) =57 e LU v/ Group B - 14.0 6.7 -
_ _ _ In Average 13.2 7.1
 and capture the correlation between topics like CTM: Table: Human time consumption on topic labeling for correlated

P(zaj = kitha) :eXp"d’k/%:eXp”d’k s N ) topics generated by CTM and PhraseCTM, measured in minutes.
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(a) The first stage: training on our proposed model PhraseCTM. 3 .
When observed words W and phrases W), we learn word topics < 0. ' I I I
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(b) The second stage: inferring the phrase topics’ correlation. References
When given the phrases WP), and the phrase topics 5F) learned
from the first stage, we infer $7) as the correlation result. [].] Jingbo Shang, Jialu Liu, Meng Jiang, Xiang Ren, Clare R Voss, and Jiawei

Figure: lllustration of two stages of our method
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