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Modeling empty category help dependency parsing.

> Our CoNLL paper: Zhang, Sun and Wan (2017)

> The dependency tree representation is augmented with empty nodes,
which corresponds to unpronounced nominal words

> Data-driven parsing based on global linear models

: How about neural models?

_ _ _ _ _ Figure 2: The neural network structure when parsing sentence "It wasn't Black Monday.” 5
» Is is plausible to detect empty categories using RNNs rather than syntactic

_ _ MLPs is used for overt edges (/,j), covert edges (i, ¢;), overt-both siblings (i, j, k), covert-
information?

inside siblings (i, @;, k) and covert-outside siblings (i, j, @k) respectively, and 3 of them are

. . . .
» Can neural parsing benefit from modeling empty categories: o (i e g,

Pre-parsing neural empty category detection
Overall results

> Context of empty categories: sequential context and hierarchical context P R F
1
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"*" indicates more stringent evaluation metrics.

» A sequence-oriented model: we explore four sets of annotation specifications

» Tagging based on a BiLSTM-CRF model.
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Table 1: The overall performance on test data.
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Empty category helps neural parsing

Figure 1: An example of four kinds of annotations. “@@" means interspaces between words.

—EC +EC —+4EC
Unlabeled 87.6  88.9 89.6

Labeled 84.6 85.9 86.6

Table 2: Accuracies of both unlabeled and labeled parsing on development data.

Joint ECD and dependency parsing

“_EC

» Notation indicates parsing without empty categories. “+EC" indicates the second-order in-parsing models.

> a sentence s with n normal words

> To = {(i,j)|i,j € {1,--- ,n}}: all possible overt dependency edges

> Lo ={(i,9j)|i,j € {1,---,n}}: all possible covert dependency
edges. @; denotes an empty node that precede the jth word.

> z=4{z(i,j): (i,j) € ZobUZ.}: a dependency parse with empty nodes Linear CRF LSTM-CRF

» Parsing with ECD can be defined as a search for the highest-scored z*(s) Without POS | With POS | Without POS | With POS
in all compatible analyses, just like parsing without empty elements: P R F;, P R Ff P R FL P R F

“—+4EC" indicates jointing parsing models both without and with ECs together.

LSTM is able to find some non-local dependencies

z*(s) = arg max SCORE(s, z)
zeZ(s)

Z SCOREPART(s, p)
pEPART(2)

A second-order model

the score function over the whole syntactic analysis is defined as:
SCORE(s, z) = » SCOREDEP(s, i, j)
(i,j)EDEP(2)

+ Y SCOREEMPTY(s, i, ¢;)
(¢,¢;)EDEPEMPTY(2)

- Z SCOREOVERTBOTH(s, 1, 7, k)
(4,7,k)EOVERTBOTH(2)
+ ) SCORECOVERTIN(s, i, ¢, k)

(4,¢5,k)€COVERTIN(2)

+ Z SCORECOVERTOUT(S, %, J, Ok )
(4,4,¢1 ) ECOVERTOUT(2)
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/4.6 20.6 32.2
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67.9 59.8 63.6
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Pre2

(2.4 30.1 42.5

(2.8 32.4 448

(1.1 58.3 64.1

4.8 57.4 65.0

Pre3

(3.1 30.2 42.8

73.0 32.5 449

(1.1 58.5 64.2

(3.8 57.0 64.3

Prepost

70.9 32.9 45.0

4.4 30.3 43.1

(1.0 57.6 63.6

(2.9 53.6 65.0

Table 3: The overall performance of the two sequential models on ¢
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