Attacking Visual Language Grounding with Adversarial Examples: A Case Study on Neural Image Captioning

Hongge Chen'*, Huan Zhang** , Pin — Yu Chen?, Jinfeng Yi*, and Cho — Jui Hsieh?
1 MIT, Cambridge, MA 02139, USA; 2 UC Davis, Davis, CA 95616, USA; 3 IBM Research, NY 10598, USA; 4 JD Al Research, Beijing, China

* Hongge Chen and Huan Zhang contribute equally to this work.

Introduction Methodology Experiments i . 5
) The problem of finding an adversarial Original Top-3 inferred captions: tfgxe‘iﬁ‘?f;?i __| Success Rale  Ave 10l
_ - . . . . cakKe that Is sSItling Oon a tanie. . .
* We proposg Show-and EOOI x noise O for a given Image I can be cast : :z:::::::::::g:::z::f;:t: I [-keyword 97.1% 1.589
novel algorithm for crafting : ST | 2-keyword 97.5% 2.363
as the 1ollowing optimization
adversarial examples in neural oroblem: Adversarial Keywords: I - ; vl;eywcérlc\IN gg%) g.ggg
. . . ) | i 9 “cat”, “dog” and “frisbee” . on 47/0 .
Image captlor)mg. We propose min c - loss(1 + ) + |95 Adversarial To.3 cantions | T-FGSMon CNN 3459 15506
) . (targeted k d method) . ,
targeted caption method ano s.t. I+0€[-1,1]" 1. A dog and a cat are playing | Table 1: Summary of targeted caption method and
targetEd keyword method. This constraint minimization is , :‘;_:;'Igi—r"":inawgwith . targeted keyword method using logits loss. The
: " frisbee in its mouth. | distortion is averaged over successful adversarial
co.n\./er.ted. toa u.nconstralnt 3. Af'_zsa"dac_ﬁafe playing +  examples. For comparison, we also include CNN
A dlock on 2 minimization using a tanh transform. i oy | based attack methods.
Sity street (1) (‘VD Original Top-3 inferred captions:
' — . A bus is parked on the side of the street. € = € =D
» Afik)f:kfon at Let Zt T [Zt ) ") Zt ] be the VeCtor ; ﬁbus is zarked on :he side of:he rct)ad.t I .C=l() .C=l()l() (.le()()() .C=l() .C=I()() (.,‘zl()()()
o  bilding of logits at position ¢. O . | SimvT T s 35| 304 [ 347 aga | a4z | 365 48 | 39757
rigure 1: A typical neural image captioning * In Targeted Caption Method, the Adversarial Keywords: | BLEUS | 2% 150|051 24| 114 254|220 18| 135 254|103 299
- . . “tub”, “bathroom” and “sink” BLEU-4 | 203 .109 | .107 .172 | .077 .198 | .170 .134 | 093 .197 | .068 .240
system with a CNN+RNN structure. INputs of the RNN are the first N — 1 Adversarial Top-3 captions: ' ROUGE | 463 371 | 374 438 | 336 465 | 429 402 | 359 464 | 329 502
. t ted k d thod I METEOR | .201 .138 | .139 180 | .118 .201 | .177 .157 | .131 .199 | .110 .228
Original Top-3 inferred captions: words of the ta rgeted Cd pthn and (larfi;hro?r’nw:irth ::nko ) . 012 3.268 4.299 4.474 7756 | 10487 | 10.952
1. A red stop sign sitting on the . . T E—
side ofa.:)oag. : the loss is given as: A bt 8 sink I Table 2: Transferability of adversarial examples from Show-
2. 3:::5 sign on the corner of a N—1 . toilet, and bathtub. | and-Tell to Show-Attend-and-Tell, using different € and c.
3. Ared stop sign sitting on the 1088 5 10gits (£ 40) —Z max{ —e, 111ax{~, 25 > A pathroom with a tub, sinlo . ori indicates the scores between the generated captions of
side of a street. where lar er g can ré)gsﬂce hioh - | the original images and the transferred adversarial images
Adversarial Top-3 captions: g P g Figure 3: Adversarial examples crafted by Show- | on Show-Attend-and-Tell. tgt indicates the scores between
1. Abrown teddy bear laying confident adversarial example for o the targeted captions on Show-and-Tell and the generated
on top of a bed. and-Fool using the targeted keyword method . . L
5 A brown taddy bear transferability | captions of transferred adversarial images on Show-
sitting on top of a bed. ' - Attend- and-Tell. A smaller ori or a larger tgt value
3. ;:L?;ieo?‘r:;notfejgzzear ® In Targeted Keyword MEthOd, fOr d Original Top-1 inferred caption: I indicates better transferability.

A bathroom with a
sink and a mirror
Show-Attend-and-Tell: A bathroom

set of keywords K = {K;}, the loss is:

Original Top-3 inferred captions:

1. A man holding a tennis racquet | M () (I \ with a sink and a mirror.
on a tennis court. OSSK logits — Z min { g; ;(max{—e, max{z — g .
2. A man holding a tennis racquet = [N]{] ( { k#K { : } })} CO“CIUSIO“

.7'1

on top of a tennis court.

3. A man holding a tennis racquet ( ) { A, if arg max;cy zt E K \ {I( }
9t.i\T) = |

We proposed a novel algorithm for
crafting adversarial examples and

Adversarial Top-1 caption:
(targeted caption
method): A man riding a wave on

on a court.
x, otherwise,

Adversarial Top-3 captions:

1. Awoman brushing her teeth We use the originally inferred caption el (transferred providing robustness evaluation of
in a bathroom. . . « e, , . . . .
2. Awoman brushing her testh from the benign image as the initial SR SR SRS S E— neural image captioning. Show-and-
in the bathroom. . . . . .
3. Awoman brushing her teeth input to RNN. After several iterations, Fool algorithm can be easily extended
in front of a bathroom mirror. . . " . " : . . o
t t set the RNN'’s input as its current top-1 Figure 4: A highly transferable adversar.lal example to other appllcatlons with RNN or
Figure 2: Adversarlal examples crafted by Show- o . _ crafted by Show-and-Tell targeted caption method, .
and-Fool using the targeted caption method prediction, and continue this process. transfers to Show-Attend-and-Tell CNN+RNN architectures.

* OQur code is available at: https://github.com/IBM/Image-Captioning-Attack
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