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• We propose Show-and-Fool*, a 
novel algorithm for crafting 
adversarial examples in neural 
image captioning. We propose
targeted caption method and
targeted keyword method.

The problem of finding an adversarial 
noise 7 for a given image 8 can be cast 
as the following optimization 
problem: 

• In Targeted Caption Method, the 
inputs of the RNN are the first 9−1
words of the targeted caption and
the loss is given as:

• In Targeted Keyword Method, for a 
set of keywords ; = {>?}, the loss is:

We use the originally inferred caption
from the benign image as the initial 
input to RNN. After several iterations, 
set the RNN’s input as its current top-1 
prediction, and continue this process. 

This constraint minimization is
converted to a unconstraint
minimization using a tanh transform. 
Let AB = [AB

D ,… , AB
(|I|)] be the vector 

of logits at position L. 

Figure 3: Adversarial examples crafted by Show-
and-Fool using the targeted keyword method 

Figure 4: A highly transferable adversarial example
crafted by Show-and-Tell targeted caption method, 
transfers to Show-Attend-and-Tell

Table 1: Summary of targeted caption method and 
targeted keyword method using logits loss. The 
distortion is averaged over successful adversarial 
examples. For comparison, we also include CNN 
based attack methods.

Table 2: Transferability of adversarial examples from Show-
and-Tell to Show-Attend-and-Tell, using different M and N. 
ori indicates the scores between the generated captions of 
the original images and the transferred adversarial images 
on Show-Attend-and-Tell. tgt indicates the scores between 
the targeted captions on Show-and-Tell and the generated 
captions of transferred adversarial images on Show-
Attend- and-Tell. A smaller ori or a larger tgt value 
indicates better transferability. 

We proposed a novel algorithm for 
crafting adversarial examples and 
providing robustness evaluation of 
neural image captioning. Show-and-
Fool algorithm can be easily extended 
to other applications with RNN or 
CNN+RNN architectures. 

* Our code is available at: https://github.com/IBM/Image-Captioning-Attack

Figure 2: Adversarial examples crafted by Show-
and-Fool using the targeted caption method 
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Figure 1: A typical neural image captioning
system with a CNN+RNN structure.

where larger O can produce high
confident adversarial example for
transferability.


