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Aim:

To predict the rating of different properties of text quality using 
text and gaze features.

Eye-Tracking Terminology:

1. Interest Area – A part of the screen which is of interest.
2. Fixation – When the reader focuses on the screen.
3. Saccade – Movement of the eye from one fixation to the next.
4. Regression – Saccade to an earlier fixation.

Properties:

1. Organization – How well-structured the text is.
2. Coherence – How much sense the text makes.
3. Cohesion – How well-connected the text is.

Each of these are scored on a scale of 1 to 4.

Text Quality Rating:

Sum of the organization, coherence and cohesion scores, scaled to 
a range of 1 to 10.

𝑸𝒖𝒂𝒍𝒊𝒕𝒚 = 𝑶𝒓𝒈𝒂𝒏𝒊𝒛𝒂𝒕𝒊𝒐𝒏 + 𝑪𝒐𝒉𝒆𝒓𝒆𝒏𝒄𝒆 + 𝑪𝒐𝒉𝒆𝒔𝒊𝒐𝒏 − 𝟐
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Conclusions:

1. Gaze features help in better prediction of subjective properties of text, like organization, coherence, cohesion and 

quality.

2. Gaze features are more reliable if we take into account the reader’s comprehension of the text. 

Future Work:

Using multi-task learning[6] in estimating gaze features and using those estimated features in our predictions.

Introduction Results
Property Text Gaze Text + Gaze

Organization 0.237 0.394 0.563

Coherence 0.261 0.285 0.550

Cohesion 0.120 0.229 0.451

Quality 0.230 0.304 0.552

Property Comprehension Text Gaze Text + Gaze

Organization
Full 0.319 0.319 0.563

Partial 0.115 0.179 0.283

Coherence
Full 0.255 0.385 0.601

Partial 0.365 0.343 0.446

Cohesion
Full 0.313 0.519 0.638

Partial 0.161 0.155 0.230

Quality
Full 0.216 0.624 0.645

Partial 0.161 0.476 0.581

Figure: Sample text showing fixations, saccades and regressions.

The circles denote fixations, and the lines are saccades. This is the

output from SR Research Data Viewer software.

Analysis

Table: Results for the three feature sets on different properties.

Table: Results for the three feature sets on different properties

categorized on the basis of reader comprehension.
Figure: Relation between some of the different gaze features and the

score. The gaze features are (a) Regression Duration, (b) Second

Fixation Duration, (c) Fixation Count and (d) Run Count.

Presented at the 56th Annual Meeting of the Association for Computational Linguistics (ACL 2018) on July 18, 2018.

Collection of Gaze Data:

1. The reader reads a text, and answers 2 comprehension questions 

about the text.

2. The reader then scores the text for organization, coherence and 

cohesion.

3. The quality score of the text is got by adding the scores of each 

of the individual properties, and subtracting 2 from the sum.

The gaze features are collected using the SR-Research Eye-Tracker.

Dataset Details
Details of Texts:

1. No. of  texts = 30

2. Size of texts = 200 words (approximately)

3. Source of texts: Simple English Wikipedia (10 articles), online 

news articles (12 articles), Wikipedia (8 articles)

Details of Annotators:

1. Number of annotators = 20

2. Age of annotators = 20 to 25

Scoring details:

1. Scoring Range: 1 to 4

2. Inter-Annotator Agreement Metric: Gwet’s AC2[4]

Property Full Overall

Organization 0.610 0.519

Coherence 0.688 0.633

Cohesion 0.675 0.614

Table: Inter-Annotator Agreement (Gwet’s AC2)[4] for the different properties

– organization, coherence and cohesion. Quality score is calculated from these

3 properties. Full means participants who fully understood the text. Overall is

without considering comprehension of the text.
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Features
Text-Based Features

1. Length-based features

2. Complexity features

3. Stylistic features

4. Word embeddings[5]

5. Language modeling features

6. Sequence features

7. Entity grid[1] features

Gaze-Based Features

1. Fixation features
1. First Fixation Duration

2. Second Fixation Duration

3. Last Fixation Duration

4. Dwell Time

5. Fixation Count

2. Regression features
1. IsRegression

2. Regression Count

3. Regression Duration

3. Interest area features
1. Run Count

2. Skip Count

Evaluation Method: 70% Training & 30% Testing data split

Classifier Used: Feed-forward neural network[2]

Number of Epochs: 10000

Property Fixation Regression Interest Area

Organization -0.102 -0.017 -0.103

Coherence -0.049 -0.077 -0.088

Cohesion -0.015 -0.040 0.037

Quality 0.002 0.016 -0.056

Table: Difference in QWK[3] scores when ablating each of the gaze

behavior feature sets.

Texts with lots of fixations and regressions, as well as

longer fixations and regressions tend to have lower scores,

because the reader has to spend more time and effort in

understanding it, compared to texts that are better written.
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