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Background - Dialog

Personal assistant, helps people J No specific goal, attempts to
complete specific tasks produce natural responses
Combination of rules and statistical ] Using variants of seq2seq model

components




Background — Neural Model

* utterance-response: 7-f0-/
relationship

* ¢.g., the response “Must
support! Cheer!” is used
for 1216 different mput
utterances

Rank-frequency distribution

4 Must support! Cheer!

/' x-------> Support! It’s good.

5-----» My friends and I are shocked!
X

* treat all the utterance-response pairs uniformly
* employ a single model to learn the mapping
between utterance and response

favor such general responses with high frequency

___________________________________________________
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How to capture different utterance-response relationships ?

Conversation context
Topic information
Keyword

Coherence

Scenarios heuristics

Our motivation comes from
Human Conversation Process
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Human Conversation Process

m :! Do you know a good eating place for Australian special food? ]

general response
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ot
‘A“&& .
o o W specific response
. S L4
knowledge state  dialogue partner Ve .
2o o s Ibfélbj] _ Good Australian )
MR RS L ‘ ’ iy, lar Wig, & eating places include
current mood €ty , Clop,, steak, seafood, cake,
erSathn etc. Whatdo you
want to choose?
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Key Idea

* introduce an explicit specificity control variable s to represent the
response purpose
- s summarizes many latent factors into one variable
- s has explicit meaning on specificity
- s actively controls the generation of the response

S
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Model Architecture

* the specificity control variable s is introduced into the Seq2Seq model
* single model -> multiple model

« different <utterance, response>, different s, different models

* word representation

* semantic representation: relates to the semantic meaning
 usage representation: relates to the usage preference

E U
Semantic Representation on

Usage Representati
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Model - Encoder

O Bi-RNN: modeling the utterance from both forward and backward directions
u {h_)l D] ;} {h(_; ) h(j__}
B h, =[h hr_¢44]
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Model - Decoder

* predict target word based on a mixture of two probabilities: the semantic-based
and specificity-based generation probability
p(e) = Bom(ye) + vos(e)

» semantic-based probability

Semantic-based & Specificity-based Generation

P(“John”) = Py,(“John™) + Pg(“John”)

- decides what to say next given the input

,,,,,,,,,,,,,,,, //— \
_ _ h . swwe -~ ‘N Vv 0| o L A2
e =w) =wl (W}, - h, + W -e,_1 + by) FY
Gaussian Kernel Layer H
™ Specificity

Control Variable

hidden state semantic representation I I I I I I I I I I

Semantic Representation Usage Representation
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Model - Decoder

Semantic-based & Specificity-based Generation

P(*“John”)= Pp(“John”) + Ps(*“John”)
AN

» specificity-based probability ? @) r o0

- i i |
decides how specific we should reply . [ r——
Specificity
Control Variable

S

® Gaussian Kernel layer "I I I I I I I I 1 I

\/ the SpGClﬁClty COII'[I’OI Val’lable lnteTaCtS Wlth the usage Semantic Representation Usage Representationll

representation of words through the layer

v’ let the word usage representation regress to the variable

s through certain mapping function (sigmoid) po(y, =w) = 1 exp(— (Ys(U,w) — s5)?
. . St V2o 252
® specificity control variable s € [0,1] w.(U,w) = (W (U-Wy + by))
v" 0 denotes the most general response /
variance

v" 1 denotes the most specific response usage representation
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Model Training

* Objective function — log likelihood
L= Z log P(Y|X,s; )
(X,Y)eD

* Training data: triples (X, Y, s)

* s1s not directly available in the raw conversation corpus
?

|
SSA,

How to obtain s to learn our model?

We propose to acquire distant labels for s
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Distant Supervision

® Normalized Inverse Response Frequency (NIRF)
» aresponse is more general if it corresponds to more input utterances
» the Inverse Response Frequency (IRF) in a conversation corpus

IRFy = log(1 + [R|)/ fv
IRFY — minY/GR(IRFY,)

maXYl €ER (IRFY/ ) — minYl R (IRFYI )

® Normalized Inverse Word Frequency (NIWF)
» aresponse is more specific if it contains more specific words
» the maximum of the Inverse Word Frequency (IWF) of all the words in a response
IWFy = log(1 + |R])/ fy
IWFy = max,cy(IWFE,)

NIRFy =
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Specificity Controlled Respose Generation

* (Given a new inpututterance, we can generate responses at different
specificity levels by varying the control variable s

 Different s, different models, different responses
B 5 = 1: the most informative response
M s € [0,1]: more dynamic, enrich the styles in the response
B s = 0: the most general response

¢ ¢

0 Ry |

General response Specific response
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Experiments - Dataset

® Short Text Conversation (STC) dataset
» released in NTCIR-13
» alarge repository of post-comment pairs from the Sina Weibo
» 3.8 million post-comment pairs
» Jieba Chinese word segmenter

Utterance-response pairs 3,788,571
Utterance vocabulary #w 120,930
Response vocabulary #w 524,791

Utterance max #w 38
Utterance avg #w 13
Response max #w 74

Response avg #w 10
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Experiments — Model Analysis

Models distinct-1 distinct-2 BLEU-1 _BLEU-2 _ Average Extrema

s=1 5258/0.064  16195/0.269 | 15.109 7.023 0.578 0.380

s =0.8 | 5337/0.065 16105/0.271 15.112 7.003 0.578 0.381
SC-Seq2Seqnrr s = 0.5 | 5318/0.065  16183/0.269 | 15.054 7.001 0.578 0.380

s =0.2 | 5323/0.065 16087/0.270 | 15.168 7.032 0.580 0.380

s=0 5397/0.066  16319/0.271 15.093 7.011 0.577 0.380

s=1 11588/0.116  27144/0.347 | 12.392 5.869 0.554 0.353

s =0.8 | 6006/0.051 17843/0.257 | 11.492 5.703 0.553 0.350
SC-Seq2Seqniwr s = 0.5 | 2835/0.050  9537/0.235 16.122 7.674 0.609 0.399 f

s =0.2 | 1534/0.048  5117/0.218 8.313 4.058 0.542 0.335

s=0 1038/0.046  3154/0.211 4417 3.283 0.549 0.334

Table 2: Model analysis of our SC-Seq2Seq under the automatic evaluation.
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Experiments — Model Analysis

Models distinct-1 distinct-2 BLEU-1 BLEU-2 Average Extrema
s=1 5258/0.064  16195/0.269 15.109 7.023 0.578 0.380
s =0.8 | 5337/0.065 16105/0.271 15.112 7.003 0.578 0.381
SC-Seq2Seqnirr s = 0.5 | 5318/0.065  16183/0.269 15.054 7.001 0.578 0.380
s =0.2 | 5323/0.065 16087/0.270 | 15.168 7.032 0.580 0.380
s=0 5397/0.066  16319/0.271 15.093 7.011 0.577 0.380
s=1 11588/0.116  27144/0.347 | 12.392 5.869 0.554 0.353 speciﬁc
s =0.8 | 6006/0.051  17843/0.257 11.492 5.703 0.553 0.350
SC-Seq2Seqnwr s = 0.5 | 2835/0.050 9537/0.235 16.122 7.674 0.609 0.399 f
s =0.2 | 1534/0.048 5117/0.218 8.313 4.058 0.542 0.335 -
s=0 1038/0.046 3154/0.211 4417 3.283 0.549 0.334
general

Table 2: Model analysis of our SC-Seq2Seq under the automatic evaluation.



Experiments — Comparisons
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Models distinct-1 distinct-2 BLEU-1 BLEU-2 Average Extrema
Seq2Seq-att 5048/0.060  15976/0.168 15.062 6.964 0.575 0.376
MMI-bidi 5074/0.082  12162/0.287 15.772 7.215 0.586 0.381
MARM 2566/0.096 3294/0.312 7.321 3.774 0.512 0.336
Seq2Seq+IDF 4722/0.052 _ 15384/0.229 14.423 6.743 0.572 0.369
SC-Seq2Seqywrs-1 11588/0.116  27144/0.347 12.392 5.869 0.554 0.353
SC-Seq2Seqy w0 2835/0.050 9537/0.235 16.122 7.674 0.609 0.399

Table 3: Comparisons between our SC-Seq2Seq and the baselines under the automatic evaluation.

1
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+2 +1 +0  kappa
Seq2Seq-att 29.32% 2527% 45.41% 0.448
MMI-bidi 30.40% 24.85% 44.75% 0.471
MARM 20.11% 27.96% 51.93% 0.404
Seq2Seq+IDF 28.81% 23.87% 47.33% 0.418
SC-Seq2Sequywp., 42.47% 14.29% 43.24% 0.507 1
SC-Seq2Seqywrs—os 20.62% 40.16% 39.22% 0.451 ||
SC-Seq2Seqywgeo 14-34% 46.38% 39.28% 0.526

Table 4: Results on the human evaluation.

1. SC-Seq2Seqnwr s=1 generates the most informative responses and interesting and the

least general responses than all the baseline models
2. The largest kappa value 1s achieved by SC-Seq2SeqNIWF,s=0




Experiments — Case study

Utterance: %)) 4 & 1T | ¥ MEH DEAR 4 3152 Oh! Got caught! Why

is Tang Wei so beautiful?

Utterance: R R B I — FUX 4 M HIFEEE, LERFEZ T RKA- 1

will keep such a sweet samoyed, and let it accompany my children to grow up.

Seq2Seq-att: A E XU ! 1 really like her!

MMI-bidi: {735 . FABEXA ! So beautiful. I really like her!
MARM: HAEZME - 1don’t like Tang Wei.

Seq2Seq+IDF: T EX MR, FLEM - Ireally like her, I like.

Seq2Seq-att: IXNEFEEEIG? Is it a samoyed?
MMI-bidi: & 7] ZFIF=EE - What a lovely samoyed.
MARM: %A ZWT - So lovely.

Seq2Seq+IDF: 4 7] Z 1% - What a lovely dog.

s=1: TR E R AIARNL, MASBR3E ! Ireally like her eye make-up, and

her temperament is so beautiful!

s=0.8: T EXN U, WHIARFEIRSE 5! 1really like her, and her eyes are
so bright!

s=0.5: W EMWRSE, REXK ! I think she is very beautiful, and I really
like her!

§=0.2: A5 RSE | 1 think she is very beautiful.
s=0: &M . Yes.

s=1: [EEERRIF ] &, EAEFE— ! The samoyed is so lovely, and I really
want to keep one!

s=0.8: FEEELF ] &, [FAE#4%5 - The samoyed is so lovely, and I really want
to pinch it.

s=0.5: IF 7] & HI¥%a, v ZHI¥4T - What a lovely dog, what a lovely
dog.

§=0.2: IF A | A3 ! So lovely, so lovely!
s=0: I 7] %& | So lovely!
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Experiments — Analysis

B (dad) 7K S (fruits) R HT (fatty liver) B R AHHL(DSLR)
Usage Semantic Usage Semantic Usage Semantic Usage Semantic
F i (better) 1515 (mother) iR (attempt) B (vegetables) | AL A (outsit) B¥(fat) T YHHR(Asian Cup)  FEAHAL(camera)
HE (sleep) HfHF(brother) E(tempt) 4 Fi(milk) F B W (vegetarian) VAL (diet) 1328 (read) 7 (photography)
/R (happy) #Z/A(husband) |FI(express) ¥/l (watermelon) | Kl (walk) T L (hypertension) | #-Bk(hemispherical) %3k (shot)
FeWi(boring) 3343 (grandfather) | #H (own)  HKiR(rice) RISR K R (causality)  Ef&F(sub-health) | B85 (anti-radiation) ¥ (studio)
¥ (movie) iR (girl) %48 (dream) T5 7% /1 (chocolate) | M4 (dumbbell) MXH: (emesis) T AH(UAV) E H(image)

Table 6: Target words and their top-5 similar words under usage and semantic representations respectively.

outsit «

fatty liver,
Ty fatty liver -« fat
« fat outsit.*
(a) usage (b) semantic

Figure 3: t-SNE embeddings of usage and semantic vectors.
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Conclusion

® We argue

B employing a single model to learn the mapping between the utterance and
response will inevitably favor general responses

® We propose
B an explicit specificity control variable is introduced into the Seq2Seq model
handle different utterance-response relationships in terms of specificity
® Future work

» employ some reinforcement learning technique to learn to adjust the control
variable depending on users’ feedbacks

» apply to other tasks, like summarization, QA, etc
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