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A Supplemental Material

A.1 Proof of (θ,O) decomposition theorem
We propose here a rigorous proof of the (θ,O)
decomposition theorem. We first repeat the nota-
tions and the theorem statement and then propose
a proof.

Notation Let D = {si} be a document collec-
tion considered as a set of sentences. A summary
S is a subset of D, we note S ∈ P(D).
θ is an objective function defined in the paper

by:
θ : P(D) → R

S 7→ θ(S)
(1)

O is an operator which outputs a summary from a
document collection D and a given θ:

O : Θ×D → S
(θ,D) 7→ S∗

(2)

Suppose c is the length constraint, then O pro-
duces S∗ by solving the following optimization
problem:

S∗ = argmax
S

θ(S)

len(S) =
∑
s∈S

len(s) ≤ c
(3)

We define an extractive summarizer σ as a set
function which takes a document collection D ∈
D and outputs a summary SD,σ ∈ P(D).

σ : D → S
D 7→ SD,σ

(4)

Theorem The theorem states that for any sum-
marizer σ there exists at least one tuple (θ,O)
which is equivalent to σ:

Theorem 1 ∀σ, ∃(θ,O) such that:
∀D ∈ D, σ(D) = O(θ,D)

Proof We can construct a function θσ from σ
which reconstructs the exact same summaries as
σ when optimized by O.

Suppose that σ(D) = SD,σ. We define θσ to be
the following function:

θσ(S) =

{
1, ifS = SD,σ

0, otherwise
(5)

It is clear that ∀D ∈ D : σ(D = O(θσ, D)), be-
cause the optimal summaries according to θσ are
the summaries produced by σ.

Going further At this point, the theorem is
proved. While for every summarizer σ there ex-
ists at least one tuple (θ,O), in practice there exist
multiple tuples, and the one proposed by the proof
would not be useful to rank models of summary
quality. We can formulate an algorithm which
constructs θ from σ and which yields an ordering
of candidate summaries.

Let σD\{s1,...,sn} be the summarizer σ which
still uses D as initial document collection, but
which is not allowed to output sentences from
{s1, . . . , sn} in the final summary.

For a given summary S to score, let Rσ,S be the
smallest set of sentences {s1, . . . , sn} that one has
to remove fromD such that σD\R outputs S. Then
the definition of θσ follows:

θσ(S) =
1

Rσ,S + 1
(6)

Therefore, if S is the summary outputed by σ
without modifying anything, then θσ(S) = 1 is
the highest possible score. The scores are decreas-
ing for summaries which need more sentences to
be removed. Indeed, these summaries have low
scores according to σ and should also have low
scores according to θσ.


