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Overview

•Task input: Separate monolingual embeddings trained on non-parallel data
•Task output: A bilingual lexicon
•Challenge: Zero supervision: Can we link separate monolingual embeddingswithout any cross-lingual signal?
•Solution: Formulate as an adversarial game
•Outcome: Successful learning with proper model design and training tech-niques
Background
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Spanish English

Although monolingual word embeddings are trained separately on non-paralleldata, they appear approximately isomorphic. Therefore a linear transformationcan be used to align the two embedding spaces. But previous works typicallyrequire seed word translation pairs to supervise its learning.
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(a) Model 1 (unidirectional transformation): The generator G is a linear trans-formation that tries to transform source word embeddings (squares) to makethem seem like target ones (dots), while the discriminator D tries to classifywhether the input embeddings are generated by G or real samples from thetarget embedding distribution.(b) Model 2 (bidirectional transformation): If G transforms the source word em-bedding space into the target language space, its transpose G> should trans-form the target language space back to the source.(c) Model 3 (adversarial autoencoder): After the generator G transforms asource word embedding x into a target language representation Gx , we shouldbe able to reconstruct the source word embedding x by mapping back with G>.
•Model 2 and 3 can be seen as relaxations of an orthogonal constraint on G.
Training Techniques

Regularizing the discriminator
•All forms of regularization help training.
•Multiplicative Gaussian injected into the input is the most effective. On topof that, hidden layer noise helps slightly.
Model selection
•Sharp drops of the generator loss correspond to good models.
•Reconstruction loss LR and the value of ∥∥G>G − I

∥∥
F drop synchronously →Good models are indeed close to orthogonality.

Experiments

Chinese-English

method # seeds accuracy (%)
MonoGiza w/o emb. 0 0.05
MonoGiza w/ emb. 0 0.09

TM
50 0.29
100 21.79

IA
50 18.71
100 32.29

Model 1 0 39.25
Model 1 + ortho. 0 28.62

Model 2 0 40.28
Model 3 0 43.31

Table 2: Chinese-English top-1 accuracies of the
MonoGiza baseline and our models, along with
the translation matrix (TM) and isometric align-
ment (IA) methods that utilize 50 and 100 seeds.

4.1 Experiments on Chinese-English

Data
For this set of experiments, the data for training
word embeddings comes from Wikipedia com-
parable corpora.5 Following (Vulić and Moens,
2013), we retain only nouns with at least 1,000
occurrences. For the Chinese side, we first use
OpenCC6 to normalize characters to be simplified,
and then perform Chinese word segmentation and
POS tagging with THULAC.7 The preprocessing
of the English side involves tokenization, POS tag-
ging, lemmatization, and lowercasing, which we
carry out with the NLTK toolkit.8 The statistics
of the final training data is given in Table 1, along
with the other experimental settings.

As the ground truth bilingual lexicon for evalua-
tion, we use Chinese-English Translation Lexicon
Version 3.0 (LDC2002L27).

Overall Performance
Table 2 lists the performance of the MonoGiza
baseline and our four variants of adversarial train-
ing. MonoGiza obtains low performance, likely
due to the harsh evaluation protocol (cf. Sec-
tion 4.4). Providing it with syntactic information
can help (Dou and Knight, 2013), but in a low-
resource scenario with zero cross-lingual informa-
tion, parsers are likely to be inaccurate or even un-
available.

5http://linguatools.org/tools/corpora/wikipedia-
comparable-corpora

6https://github.com/BYVoid/OpenCC
7http://thulac.thunlp.org
8http://www.nltk.org

城市 小行星 文学
chengshi xiaoxingxing wenxue

city asteroid poetry
town astronomer literature

suburb comet prose
area constellation poet

proximity orbit writing

Table 3: Top-5 English translation candidates pro-
posed by our approach for some Chinese words.
The ground truth is marked in bold.
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Figure 4: Top-1 accuracies of our approach,
isometric alignment (IA), and translation matrix
(TM), with the number of seeds varying in {50,
100, 200, 500, 1000, 1280}.

The unidirectional transformation model attains
reasonable accuracy if trained successfully, but it
is rather sensitive to hyperparameters and initial-
ization. This training difficulty motivates our or-
thogonal constraint. But imposing a strict orthog-
onal constraint hurts performance. It is also about
20 times slower even though we utilize orthogonal
parametrization instead of constrained optimiza-
tion. The last two models represent different relax-
ations of the orthogonal constraint, and the adver-
sarial autoencoder model achieves the best perfor-
mance. We therefore use it in our following exper-
iments. Table 3 lists some word translation exam-
ples given by the adversarial autoencoder model.

Comparison With Seed-Based Methods
In this section, we investigate how many seeds
TM and IA require to attain the performance level
of our approach. There are a total of 1,280 seed
translation pairs for Chinese-English, which are
removed from the test set during the evaluation for
this experiment. We use the most frequent S pairs
for TM and IA.

Figure 4 shows the accuracies with respect to

Comparison with seed-based methods

0 500 1000
# seeds

0

10

20

30

A
cc

ur
ac

y
(%

)

Ours
IA

TM

Spanish-English, Italian-English, Japanese-Chinese, Turkish-English

method # seeds es-en it-en ja-zh tr-en
MonoGiza w/o embeddings 0 0.35 0.30 0.04 0.00
MonoGiza w/ embeddings 0 1.19 0.27 0.23 0.09

TM
50 1.24 0.76 0.35 0.09

100 48.61 37.95 26.67 11.15

IA
50 39.89 27.03 19.04 7.58

100 60.44 46.52 36.35 17.11
Ours 0 71.97 58.60 43.02 17.18

Table 4: Top-1 accuracies (%) of the MonoGiza baseline and our approach on Spanish-English, Italian-
English, Japanese-Chinese, and Turkish-English. The results for translation matrix (TM) and isometric
alignment (IA) using 50 and 100 seeds are also listed.
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Figure 5: Top-1 accuracies of our approach with
respect to the input embedding dimensions in {20,
50, 100, 200}.

S. When the seeds are few, the seed-based meth-
ods exhibit clear performance degradation. In this
case, we also observe the importance of the or-
thogonal constraint from the superiority of IA to
TM, which supports our introduction of this con-
straint as we attempt zero supervision. Finally,
in line with the finding in (Vulić and Korhonen,
2016), hundreds of seeds are needed for TM to gen-
eralize. Only then do seed-based methods catch up
with our approach, and the performance difference
is marginal even when more seeds are provided.

Effect of Embedding Dimension

As our approach takes monolingual word embed-
dings as input, it is conceivable that their quality
significantly affects how well the two spaces can
be connected by a linear map. We look into this
aspect by varying the embedding dimension d in
Figure 5. As the dimension increases, the accuracy
improves and gradually levels off. This indicates
that too low a dimension hampers the encoding of
linguistic information drawn from the corpus, and
it is advisable to use a sufficiently large dimension.

4.2 Experiments on Other Language Pairs

Data
We also induce bilingual lexica from Wikipedia
comparable corpora for the following language
pairs: Spanish-English, Italian-English, Japanese-
Chinese, and Turkish-English. For Spanish-
English and Italian-English, we choose to use
TreeTagger9 for preprocessing, as in (Vulić and
Moens, 2013). For the Japanese corpus, we use
MeCab10 for word segmentation and POS tag-
ging. For Turkish, we utilize the preprocessing
tools (tokenization and POS tagging) provided in
LORELEI Language Packs (Strassel and Tracey,
2016), and its English side is preprocessed by
NLTK. Unlike the other language pairs, the fre-
quency cutoff threshold for Turkish-English is
100, as the amount of data is relatively small.

The ground truth bilingual lexica for Spanish-
English and Italian-English are obtained from
Open Multilingual WordNet11 through NLTK. For
Japanese-Chinese, we use an in-house lexicon.
For Turkish-English, we build a set of ground truth
translation pairs in the same way as how we obtain
seed word translation pairs from Google Translate,
described above.

Results
As shown in Table 4, the MonoGiza baseline still
does not work well on these language pairs, while
our approach achieves much better performance.
The accuracies are particularly high for Spanish-
English and Italian-English, likely because they
are closely related languages, and their embedding
spaces may exhibit stronger isomorphism. The

9http://www.cis.uni-muenchen.de/˜schmid/tools/
TreeTagger

10http://taku910.github.io/mecab
11http://compling.hss.ntu.edu.sg/omw

Large-scale settings

method # seeds Wikipedia Gigaword

TM
50 0.00 0.01
100 4.79 2.07

IA
50 3.25 1.68
100 7.08 4.18

Ours 0 7.92 2.53

Table 5: Top-1 accuracies (%) of our approach
to inducing bilingual lexica for Chinese-English
from Wikipedia and Gigaword. Also listed are
results for translation matrix (TM) and isometric
alignment (IA) using 50 and 100 seeds.

performance on Japanese-Chinese is lower, on a
comparable level with Chinese-English (cf. Table
2), and these languages are relatively distantly re-
lated. Turkish-English represents a low-resource
scenario, and therefore the lexical semantic struc-
ture may be insufficiently captured by the embed-
dings. The agglutinative nature of Turkish can also
add to the challenge.

4.3 Large-Scale Settings

We experiment with large-scale Chinese-English
data from two sources: the whole Wikipedia dump
and Gigaword (LDC2011T13 and LDC2011T07).
We also simplify preprocessing by removing the
noun restriction and the lemmatization step (cf.
preprocessing decisions for the above experi-
ments).

Although large-scale data may benefit the train-
ing of embeddings, it poses a greater challenge to
bilingual lexicon induction. First, the degree of
non-parallelism tends to increase. Second, with
cruder preprocessing, the noise in the corpora may
take its toll. Finally, but probably most impor-
tantly, the vocabularies expand dramatically com-
pared to previous settings (see Table 1). This
means a word translation has to be retrieved from
a much larger pool of candidates.

For these reasons, we consider the performance
of our approach presented in Table 5 to be encour-
aging. The imbalanced sizes of the Chinese and
English Wikipedia do not seem to cause a prob-
lem for the structural isomorphism needed by our
method. MonoGiza does not scale to such large
vocabularies, as it already takes days to train in our
Italian-English setting. In contrast, our approach
is immune from scalability issues by working with
embeddings provided by word2vec, which is
well known for its fast speed. With the network

method 5k 10k
MonoGiza w/o embeddings 13.74 7.80
MonoGiza w/ embeddings 17.98 10.56

(Cao et al., 2016) 23.54 17.82
Ours 68.59 51.86

Table 6: Top-5 accuracies (%) of 5k and 10k most
frequent words in the French-English setting. The
figures for the baselines are taken from (Cao et al.,
2016).

configuration used in our experiments, the adver-
sarial autoencoder model takes about two hours to
train for 500k minibatches on a single CPU.

4.4 Comparison With (Cao et al., 2016)

In order to compare with the recent method by Cao
et al. (2016), which also uses zero cross-lingual
signal to connect monolingual embeddings, we
replicate their French-English experiment to test
our approach.12 This experimental setting has im-
portant differences from the above ones, mostly in
the evaluation protocol. Apart from using top-5
accuracy as the evaluation metric, the ground truth
bilingual lexicon is obtained by performing word
alignment on a parallel corpus. We find this auto-
matically constructed bilingual lexicon to be nois-
ier than the ones we use for the other language
pairs; it often lists tens of translations for a source
word. This lenient evaluation protocol should ex-
plain MonoGiza’s higher numbers in Table 6 than
what we report in the other experiments. In this
setting, our approach is able to considerably out-
perform both MonoGiza and the method by Cao
et al. (2016).

5 Related Work

5.1 Cross-Lingual Word Embeddings for
Bilingual Lexicon Induction

Inducing bilingual lexica from non-parallel data
is a long-standing cross-lingual task. Except for
the decipherment approach, traditional statistical
methods all require cross-lingual signals (Rapp,
1999; Koehn and Knight, 2002; Fung and Cheung,
2004; Gaussier et al., 2004; Haghighi et al., 2008;
Vulić et al., 2011; Vulić and Moens, 2013).

Recent advances in cross-lingual word embed-
dings (Vulić and Korhonen, 2016; Upadhyay et al.,

12As a confirmation, we ran MonoGiza in this setting and
obtained comparable performance as reported.

Conclusion

•Feasible to connect the word embeddings of different languages without anycross-lingual signal
•Comparable performance with methods that require seeds to train
•Code available at http://thunlp.org/~zm/UBiLexAT/


