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* |Implicit optimization objective independent from seed dictionary

e Seed dictionary necessary to avoid poor local optima

* Future work: fully unsupervised training
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Thank you!
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