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Schedule and Communication

0900-1030 Introduction
Grounded Lexical Semantics
Referential Grounding

1030-1055 Coffee Break!

1100-1200 Reasoning and Understanding Beyond Words

1200-1230 Final Words and Open Discussion

Everyone #acl2016berlin

Us @delliott and @aggielaz

Later http://multimodalnlp.github.io
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Humans constantly excel in a variety of tasks
Multimodal nature of human intelligence
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Machines are constantly trying to catch up
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Machines are constantly trying to catch up
Modalities: vision, haptic, sensors, language
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Machines are constantly trying to catch up
Modalities: vision, sensors, GPS

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 4 / 164



NLP is advancing...
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...or maybe not?
Moving beyond the linguistic modality
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...or maybe not?
Moving beyond the linguistic modality

What movie should I 
watch today?

 
language

COMMUNICATION 
CHANNEL

What about 
Requiem for a dream?
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...or maybe not?
Moving beyond the linguistic modality

What movie should I 
watch today?

What about 
Ice Age? language

visual context

prosody
facial expressions

COMMUNICATION 
CHANNEL
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Evidence in favor of multimodal language understanding
Motor system activates when reading action words [Pulvermuller, 2005]
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Evidence in favor of multimodal language understanding
Purely linguistic or conceptual construction of sentence meaning? [Potter et al., 1986]

Judy needed the          to reach the 
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Evidence in favor of multimodal language understanding
Gestures convey information not found in speech [Goldin-Meadow, 2003]
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Language can be better understood when presented and interpreted
in the context of the world it pertains to.
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Multimodality helps with classic NLP tasks
PP attachement disambiguation [Berzak et al., 2015]

Sam approached the chair with a bag.
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Multimodality helps with classic NLP tasks
Co-reference resolution [Ramanathan et al., 2014]

Leonard looks at the robot, while the only 
engineer in the room fixes it. He is amused.
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Multimodality helps with classic NLP tasks
Reference resolution

[Frank et al., 2013]: social cues (e.g., eye-gaze, body posture)

[Lazaridou et al., 2016]: social cues + images
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When does multimodality make sense?
Assisting visually-impaired people (Facebook)
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When does multimodality make sense?
Socially assistive robots that help kids practise their social skills (Robots4Autism)
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A Tutorial on Multimodality?

Multimodal NLP is moving beyond an “emerging area” of research:

2011- V&LNet Vision & Language Workshops

ACL 2013 Visual Features for Lingusitics. Bruni and Baroni.

EACL 2014 Describing Images in Natural Lanugage. Hockenmaier.

CVPR 2015 Vision & Language Workshop

iV&L 2015-16 Vision and Language Summer Schools

NIPS 2015 Multimodal Machine Learning Workshop

MM 2016 Vision and Language Integration Meets Multimedia Fusion

ACL 2016 Multimodal Learning and Reasoning
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Overview

1 Part 1: Modalities, Representations & Tools

2 Part IIa: Grounded Lexical Semantics

3 Part IIb: Linking words to things

4 Coffee break!

5 Part III: Reasoning and Understanding Beyond Words

6 Final Words
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Part 1: Modalities, Representations & Tools
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AI’s Most Valuable Problem

Meaning is the “holy grail” [Jackendoff, 2002]

We need to relate semantics to physical
reality / sensorimotor experience.

Three levels of human information processing
(Hassabis):

1 Perceptual input
2 Conceptual representation
3 Symbolic reasoning

Most Valuable Problem for AI: how is it that perceptual input leads to
conceptual representations that can be reasoned with?
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Of Tigers and Men

Resources describing tigers

Distributional models live in jungle, can kill, risk extinction

Perceptual norms have stripes, have teeth, are orange and black

Perception
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Perceptual Input via Property Norms: Early Examples
[Silberer and Lapata, 2012]

[Andrews et al., 2009]

Feature-topic model conditions
on word-feature pairs from joint
corpus

[Johns and Jones, 2012]

A word’s meaning is represented
by concatenating its
distributional and perceptual
representation.

If no perceptual representation
exists, we can infer it,
constructing a “global similarity
model”.
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Perceptual Input via Property Norms: Skip-grams
[Hill and Korhonen, 2014]

Perceptual norms as a proxy for sensorimotor experience using
skip-grams.
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Problems with Perceptual Norms

Proxy for real perception

Expensive to obtain

Small datasets (few target cues)

Limited in number (few properties)

Mixed-modality

People are bad at listing things

Miss obvious attributes (e.g. cats have a neck)

Examples of norms:

USF norms (association) [Nelson et al., 2004]
McRae norms (property) [McRae et al., 2005]
CSLB norms (property) [Devereux et al., 2014]
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From Perception to Concept Representation
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From Perception to Concept Representation
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Raw Perceptual Input

Instead of using norms, use “raw” perceptual
input: images.

How do we get representations? Two main
methods:

Bag of visual words
[Sivic and Zisserman, 2003]
Convolutional neural networks
[LeCun et al., 1998]
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Bag of visual words

1 Identify keypoints
1 identify using SIFT [Lowe, 2004]
2 lay out on dense grid

2 Get local feature descriptors
3 Cluster local descriptors
4 Quantize
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Convolutional Neural Networks: Motivation

(c) Jonas Kubilias
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Convolutional Neural Networks
AlexNet [Krizhevsky et al., 2012a]
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Convolutional Neural Networks: Off-the-shelf

State-of-the-art in most of
computer vision [LeCun et al., 2015]

Off-the-shelf CNN features are
astounding baseline for
recognition [Razavian et al., 2014]

Work on visualising and
understanding
[Zeiler and Fergus, 2014]
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Convolutional Neural Networks: Transferring

1 Train a convolutional neural network on a vision task
e.g. AlexNet [Krizhevsky et al., 2012b] on ILSVRC
[Russakovsky et al., 2015]

2 Do a forward pass given an image input

3 Transfer one or more layers (e.g. FC7, or CONV5)
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Sources of Image Data

Different sources of image data available
1 ImageNet
2 ESP Game Dataset
3 Wikipedia
4 News
5 Image search engines (Google, Bing, Flickr)
6 MS-COCO
7 Yahoo 100M
8 PASCAL VOC
9 TUHOI

10 ImageCLEF
11 ... and many, many more.
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Word labels: ImageNet, ESP Game

Standard datasets of human-annotated labels

ESP: Game with a purpose (GWAP)

Advantages: human-annotated,
WordNet-aligned (ImageNet)

Disadvantages: single word labels, low
coverage
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Joint text and images: Wikipedia, News, Web

The web contains a plethora of joint image-text
data.

Higher quality: Wikipedia, News

Lower quality: any web page

Advantages: jointly learnable, easily accessible

Disadvantages: noisy, less descriptive images
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Search engines

Hybrid: search engines trained on the Web for
accurately labelling images

Advantages: massive coverage, easily
accessible

Disadvantages: black box

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 29 / 164



Other labels: Captions, Questions, etc.

MS-COCO

Yahoo 100M

PASCAL VOC

TUHOI

ImageCLEF

Advantages: lots of variety, some are
huge, annotations are
phrases/sentences/paragraphs

Disadvantages: noisy for concept
learning, annotator-reliant, often biased
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Tools

Many tools available for extracting representations from images.

Computer vision:

VLFeat (Matlab) - http://www.vlfeat.org
OverFeat (C++) - https://github.com/sermanet/OverFeat
Caffe (C++/Python) - http://caffe.berkeleyvision.org
Cuda-convnet (C++) - https://code.google.com/p/cuda-convnet/

Multi-modal semantics:

MMFeat (Python) - https://github.com/douwekiela/mmfeat
VSEM (Matlab) - http://clic.cimec.unitn.it/vsem

General ML/DL:

Torch/Theano/TensorFlow/Keras etc.
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Part IIa: Grounded Lexical Semantics
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Long history: Symbol grounding problem
[Searle, 1980, Harnad, 1990]

How can you know the meaning of a symbol
if it is defined through other symbols?
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Distributional hypothesis

“You shall know a word by the company it keeps”
(Firth, 1957; Harris, 1952)

the [furry cat purred] while [the dog barked] outside

purr bark fur animal landing space sleep eat
dog 2 19 15 30 1 2 10 23
cat 23 5 19 25 0 1 34 19
moon 0 2 0 1 25 17 7 1
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Grounding problem in semantics: Meaning is grounded
Glenberg & Robertson 2000; Barsalou 2008; Andrews et al. 2009; Baroni et al. 2010; Riordan & Jones 2011; Bruni et al. 2014

Meaning is grounded in sensori-motor experience!
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Grounding problem in semantics: Grounding helps

Grounding helps for:

Similarity and relatedness
Concept categorization
Compositionality
Bilingual lexicon induction
Lexical entailment
Metaphor detection
Visual information retrieval

Grounding (we believe) leads to more “human” meaning representations
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Grounding at different levels of meaning

Representational grounding

Multi-modal semantics: Representing
the grounded meaning of a word
Frege’s Sinn (sense)
Core issue: fusion

Referential grounding

Cross-modal semantics: Determining
the referent that a word denotes
Frege’s Bedeutung (reference)
Core issue: mapping
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Multi-modal fusion

We need to perform fusion of textual and perceptual information.

Early: learn jointly, then compute function
Middle: learn separately, then combine, then compute function
Late: learn separately, compute function individually and combine
function outputs
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Evaluating grounded representations

automobile car 1.00 sim(v⃗automobile , v⃗car)
eagle feathers 0.88 sim(v⃗eagle , v⃗feathers)

... ... ... ...
bakery zebra 0.00 sim(v⃗bakery , v⃗zebra)

Similarity and relatedness (Spearman correlation)

MEN
SimLex-999
WordSim353
... many more ...

Great results with multi-modal semantics
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Early fusion: Topic models
[Feng and Lapata, 2010b, Roller and Schulte im Walde, 2013]

Topic model of multi-modal documents
using bag of visual words (SIFT/SURF)

May also include perceptual norms
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Mid fusion: Early work
[Bruni et al., 2011, Leong and Mihalcea, 2011b, Bruni et al., 2012, Bruni et al., 2014]

1 Combine uni-modal representations

2 Compute function over multi-modal inputs, e.g. cosine
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Late fusion: Early work
[Leong and Mihalcea, 2011a]

1 Compute uni-modal function over the inputs, e.g. cosine

2 Combine the function outputs using another function
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Grounded meaning with autoencoders
[Silberer and Lapata, 2014]
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Improved multi-modal semantics with image embeddings
[Kiela and Bottou, 2014]

Training linguistic features (after Mikolov et al., 2013)

C1-C2-C3-C4-C5

Training visual features (after Oquab et al., 2014) 

Convolutional layers Fully-connected layers

6144-dim
feature 
vector

African elephant

Wall clock

Imagenet labels

…

FC6 FC7 FC8

100-dim word projections

w(t) w(t+1) w(t+2)w(t-2)w(t-2)

C1-C2-C3-C4-C5 FC7FC6

100-dim word projections

Word

Select images
from ImageNet or ESP

Aggregate
6144-dim feature vectors

M
u

ltim
o

d
al w

o
rd

 vecto
r
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Multi-modal skip-gram
[Lazaridou et al., 2015c]

J =
1

T

T

∑
t=1

(Lling(wt) +Lvision(wt))
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Applications: Predicting concreteness
[Kiela et al., 2014]

Predict concreteness/abstractness of
concepts based on images

Compare elephant and happiness

Image dispersion-based filtering

0.487

0.568

0.203

0.247

0.0

0.2

0.4

0.6

Similarity − WordSim 353 Free association − USF (903)
Evaluation Set

C
or

re
la

tio
n

Model Representations
Standard Multi−modal
Dispersion filtered

d(w) =
2

n(n − 1)
∑
i<j≤n

1 − cos(w⃗i , w⃗j)
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Applications: Selectional preferences
[Bergsma and Goebel, 2011]

Use visual properties for predicting
selectional preference

In their DSP model, introduce textual
as well as visual features.

Get images from Flickr and Google

Multi-modal works best
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Applications: Visual lexical entailment
[Kiela et al., 2015c]

Lexical entailment:
Animal ⇒ Bird ⇒ Raptor ⇒ Vulture

Idea: exploit generality of images from
Google Images

Multi-modal works best
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Applications: Visual bilingual lexicon induction
[Bergsma and Van Durme, 2011, Kiela et al., 2015d, Vulić et al., 2016]

Bilingual lexicon induction:
Airplane⇔ Avion⇔ Flugzeug⇔ Vliegtuig

Idea: exploit cross-lingual similarity of
images from Google Images

Multi-modal works best
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Applications: Metaphor detection
[Shutova et al., 2016]

[Mohammad et al., 2016] - SV/VO

blister foot literal
blister administration metaphorical

blur vision literal
blur distinction metaphorical

[Tsvetkov et al., 2014] - AN

cold beer literal
cold heart metaphorical

foggy morning literal
foggy brain metaphorical

Task: classify S-V, V-O and A-N pairs
according to metaphoricity

Multi-modal works best
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Next: Important questions

Why do multi-modal representations work so
well?

Is it just extra information, is it
complementary, is it fundamentally
different?

How about other modalities? And other
tasks?

Can we do multi-modal composition? What
does that even mean?

Only the beginning of this field: many exciting things left to do!
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Part IIb: Linking words to things
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Referential Grounding: Linking words and real world
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Lack of reference in semantics

Natural language is, fundamentally, a means to communicate. Our words
must be able to refer to the objects, properties and events in the outside
world.

Current models of meaning are purely language-internal.

NLP agents cannot reason about simple statements regarding the
real world (“Is there a cat in the room?”)

KIN
G-Q

UEEN +
 W

OMAN =
 M

AN
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Why should we care about reference?

Interpreting linguistic expressions requires more than just identifying
linguistic relations between words.

Baroni, 2016, p4

Crucial for Referring Expression Generation1

[Dale and Reiter, 1995, Mitchell et al., 2010, Kazemzadeh et al., 2014]

My cat is the one 
on top of the luggage.

1A comprehensive study at [Krahmer and Van Deemter, 2012]
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Why should we care about reference?

Interpreting linguistic expressions requires more than just identifying
linguistic relations between words.

Baroni, 2016, p4

Crucial for Reference Resolution
[Roy, 2002, Matuszek et al., 2012, Schlangen et al., 2015]

My cat is the one 
on top of the luggage.
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Why should we care about reference?

Interpreting linguistic expressions requires more than just identifying
linguistic relations between words.

Baroni, 2016, p4

Crucial for Cross-situational Language Learning [Siskind, 1996,

Yu and Ballard, 2004, Fazly et al., 2010, Chrupa la et al., 2015, Lazaridou et al., 2016]
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Humans performing referential grounding
“Visualizing” the meaning of familiar concepts

Bob taught his cat the fiddle!
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Humans performing referential grounding
Draw inferences for novel concepts

   On an island of rock 
in the water lived a wampimuk.
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Humans performing referential grounding
Draw inferences for novel concepts

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 57 / 164



Humans performing referential grounding
Draw inferences for novel concepts

X
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Machines performing referential grounding
“cats” vs “wampimuks”

For familiar concepts (e.g., cat), build a naive pipeline based on
ConvNets

Pros: High accuracy for familiar concepts (pre-trained ConvNets
predicts 1000 concepts)
Cons: “Limited” labeled datasets,

no generalization to new concepts

We need a general mechanism able to handle both familiar and novel
concepts
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Humans bridge the gap between linguistic and visual
experiences

visual experience 
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Humans bridge the gap between linguistic and visual
experiences

visual experience about cats
It looks similar to a cat.

But it's not cat!

visual experience 
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Humans bridge the gap between linguistic and visual
experiences

linguistic knowledge  about  
wampimuks and cats

visual experience about cats
It looks similar to a cat.

But it's not cat!

Wampimuks live and behave like cats.

visual experience 
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Humans bridge the gap between linguistic and visual
experiences

linguistic knowledge  about  
wampimuks and cats

visual experience about cats
It looks similar to a cat.

But it's not cat!

Wampimuks live and behave like cats.

It should be a wampimuk!
visual experience 
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Machines representing concepts in a vector space

ConvNetword2vec word2vec

linguistic knowledge 
about 
cats

linguistic knowledge 
about 

wampimuks

visual experience
about
cats

ConvNet

visual experience
about

new thing
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Cross-modal mapping

The heart of the problem [...] is one of translation: in order to talk about
what we see, information provided by the visual system must be translated
into a form compatible with the information used by the language system.”

Jackendoff, 1987, p90
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Cross-modal mapping
Definition

f(    ) = 
predicted

linguistic vector
visual vector
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Cross-modal mapping
Example: Linear Mapping

=x

cross-modal 
mapping

visual
vector

predicted
linguistic vector

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 62 / 164



Referential grounding in vector space through cross-modal
mapping

visual space linguistic space

cat

squirrel

car

bike

car

bike

cat

squirrel

wampimuk

Step 1 Obtain “parallel data” of linguistic and visual vectors of concepts.

Step 2 Learn a cross-modal mapping between the two semantic spaces

Step 3 Map the unknown concept onto the linguistic/visual space

Step 4 Obtain a label through nearest neighbor search
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Cross-modal mapping
Training

CAT
CAR
SQUIR

REL

training 
input space

training 
output space

,( )lossargmin fθ(      )
θ

f: function paremetrized by weights θ that transforms a visual to a
linguistic vector (e.g., linear map)

loss: e.g., L2 distance, cosine distance
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Variations for cross-modal mapping1

input space output space

mapping function f

latent space

mapping function loss output space

[Socher et al., 2013] 2-layer NN L2 linguistic
[Frome et al., 2013] linear map ranking linguistic
[Norouzi et al., 2014] - - linguistic
[Lazaridou et al., 2014] CCA - linguistic

visual
[Weston et al., 2011] linear map ranking latent
[Srivastava and Salakhutdinov, 2012] deep boltzmann

machines
latent

1Recent review by [Wang et al., 2016]
Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 65 / 164



Tasks: Zero-shot Object recognition
[Frome et al., 2013], [Socher et al., 2013]

Recognizing new concepts by leveraging semantic/linguistic regularities
with known concepts.

Frome et al., 2014 Softmax over 1k labels

100 labels: 32% Precision@1

21k labels: 1% Precision@1
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Nearest neighbors analysis
Results on ESP-game dataset

target concept predicted concept in embedding space
jellyfish anemone, jellyfish, seashell co-hyponymy
cow bison, elephant, baboon co-hyponymy
phone headset, smartphone, microphone meronymy
instrument sitar, percussion, accordion hyponymy
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How to improve performance of cross-modal mapping (1)

Inherent properties of output space affecting performance

traditional word embeddings better relatedness vs similarity
[Kiela et al., 2015b]

1-vector-per-token resulting in ambiguities

Concept Nearest Neighbors
cat cats, dogs, scaredy, feline
bike bikes, bicycle, motorcycle, motorbike

chair vice-chair, vice-chairs, co-chair, vice-chairman

Nearest neighbor queries from the best predict CBOW space of
[Baroni et al., 2014]
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How to improve performance of cross-modal mapping (2)

output space

omapped points

hubs

Problem: “Hubs” attract near them predicted points
[Radovanović et al., 2010]

examples of hubs: smilodon, pintle, handwheel
L2 loss for mapping particularly affected by hubness
[Shigeto et al., 2015]

Solutions:
[Dinu et al., 2015]: use of globally corrected nearest neighbor
retrieval – downplaying importance of hubs
[Lazaridou et al., 2015a]: use of ranking instead of L2 loss
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Tasks: Expanding feature norms
[Bulat et al., 2016]

Automatically enlarging coverage of feature norms by mapping visual
vectors of novel entries.

is_red, is_round, is_fruit
is_animal, has_legs, is_big

cross-modal 
mapping

is_red, has_legs

feature norm space

image retrieval with 
predicted feature norms

visual space
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Tasks: Computational Imagery from word embeddings
[Lazaridou et al., 2015b]

Mapping the word vector of an “unseen” concept onto the visual space
and then onto the pixel space.
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(Not so) Final words

Referential grounding in vector
space through cross-modal
mapping

A general way to link words to
things in the real world

Moving away from stand-alone
architectures to build-in
components
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Coffee break!
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Part III: Reasoning and Understanding Beyond Words
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The Need for Reasoning and Understanding

Humans experience the world in a physically embedded setting
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The Need for Reasoning and Understanding
Not representative example of an actual baby

Humans experience the world in a physically embedded setting

Credit: Stella Frank
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Two Tasks for Reasoning and Understanding

1 Image Description

A man is pulling off a
trick on a snowboard

2 Visual Question Answering

What colour is the moustache made of?

Yellow

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 76 / 164



Two Tasks for Reasoning and Understanding

1 Image Description

A man is pulling off a
trick on a snowboard

2 Visual Question Answering

What colour is the moustache made of?

Yellow

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 76 / 164



Automatic Image Description
Beyond labelling objects

https://www.flickr.com/photos/59152532@N05/14260478426
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How would you describe this image?

http://mscoco.org/explore/?id=256981

A man putting a bike on the front of a bus.

A young bicyclist is parking his bike on the bus rack.

A man mounting his bike in the front of a city bus.

A man and a bike by a large bus.

A man is loading his bicycle on the front rack of a bus.
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Datasets

Images Descriptions Judgements Objects

Pascal1K
[Rashtchian et al., 2010]

1,000 5 No No

VLT2K
[Elliott and Keller, 2013]

2,424 3 Partial Partial

Flickr8K
[Hodosh et al., 2013]

8,108 5 Yes No

AbstractScenes
[Zitnick and Parikh, 2013]

10,000 6 No Yes

IAPR-TC12
[Grubinger et al., 2006]

20,000 1–5 En & De No Yes

Flickr30K
[Young et al., 2014]

31,783 5 No Partial

Multi30K
[Elliott et al., 2016]

31,783 5 En & 6 De No Yes

MSCOCO
[Chen et al., 2015]

164,062 5 No Partial
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Early Approaches

Early approaches are unified by:

SIFT feature vectors [Lowe, 2004]

Deformable Parts Object Detections [Felzenszwalb et al., 2008]

Template-based language generation

IMG → DT SUBJ VB OBJ
A person is riding a bike
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Objects, Attributes and Prepositions
[Kulkarni et al., 2011]
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Are we making progress?
[Kulkarni et al., 2011]

There are two aeroplanes.
The first shiny aeroplane is near

the second shiny aeroplane.
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Early Approaches - TreeTalk
[Kuznetsova et al., 2012, Kuznetsova et al., 2014]
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Are we making progress?
[Kuznetsova et al., 2012]

ILP: I like the way the clouds hanging down by 
the ground in Dupnitsa of Avikwalal. 
 

Human: Car was raised on the wall over a bridge 
facing traffic..paramedics were attending the 
driver on the ground 

ILP: This is a photo of this bird hopping 
around eating things off of the ground by 
river. 
Human: IMG_6892 Lookn up in the sky its a 
bird its a plane its ah..... you 

ILP: This is a sporty little red convertible made for 
a great day in Key West FL. This car was in the 4th 
parade of the apartment buildings. 
 

Human: Hard rock casino exotic car show in June 

ILP: Taken in front of my cat sitting in a shoe 
box. Cat likes hanging around in my recliner. 
 

Human: H happily rests his armpit on a 
warm Gatorade bottle of water (a small 
bottle wrapped in a rag) 

Figure 2: In some cases (16%), ILP generated captions were preferred over human written ones!

the objective function (Eq. 12). Via Fsijpq,
we aim to quantify the degree of syntactic and
semantic cohesion across two phrases xsij and
xspq. Note that we subtract this cohesion score
from the objective function. This trick helps the
ILP solver to generate sentences with varying
number of phrases, rather than always selecting
the maximum number of phrases allowed.

N-gram Cohesion Score: We use n-gram
statistics from the Google Web 1-T dataset
(Brants and Franz., 2006) Let Lsijpq be the set
of all n-grams (2  n  5) across xsij and xspq.
Then the n-gram cohesion score is computed as:

FNGRAM
sijpq = 1 �

P
l2Lsijpq

NPMI(l)

size(Lsijpq)
(20)

NPMI(ngr) =
PMI(ngr) � PMImin

PMImax � PMImin
(21)

Where NPMI is the normalized point-wise mu-

tual information.4

Co-occurrence Cohesion Score: To cap-
ture long-distance cohesion, we introduce a co-
occurrence-based score, which measures order-
preserved co-occurrence statistics between the
head words hsij and hspq

5. Let f⌃(hsij , hspq)
be the sum frequency of all n-grams that start
with hsij , end with hspq and contain a prepo-
sition prep(spq) of the phrase spq. Then the

4We include the n-gram cohesion for the sentence
boundaries as well, by approximating statistics for sen-
tence boundaries with punctuation marks in the Google
Web 1-T data.

5For simplicity, we use the last word of a phrase as
the head word, except VPs where we take the main verb.

co-occurrence cohesion is computed as:

FCO
sijpq =

max(f⌃) � f⌃(hsij , hspq)

max(f⌃) � min(f⌃)
(22)

Final Cohesion Score: Finally, the pairwise
phrase cohesion score Fijpq is a weighted sum of
n-gram and co-occurrence cohesion scores:

Fsijpq =
↵ · FNGRAM

sijpq + � · FCO
sijpq

↵ + �
(23)

where ↵ and � can be tuned via grid search,
and FNGRAM

ijpq and FCO
ijpq are normalized 2 [0, 1]

for comparability. Notice that Fsijpq is in the
range [0,1] as well.

6 Evaluation

TestSet: Because computer vision is a challeng-
ing and unsolved problem, we restrict our query
set to images where we have high confidence that
visual recognition algorithms perform well. We
collect 1000 test images by running a large num-
ber (89) of object detectors on 20,000 images
and selecting images that receive confident ob-
ject detection scores, with some preference for
images with multiple object detections to obtain
good examples for testing discourse constraints.

Baselines: We compare our ILP approaches
with two nontrivial baselines: the first is an
HMM approach (comparable to Yang et al.
(2011)), which takes as input the same set of
candidate phrases described in §2, but for de-
coding, we fix the ordering of phrases as [ NP
– VP – Region PP – Scene PP] and find the
best combination of phrases using the Viterbi
algorithm. We use the same rich set of pairwise

This is a photo of this bird hopping around
eating things off of the ground by river.

2011 2012
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Spatial Relations and Verb Predictions
[Elliott and Keller, 2013, Elliott and de Vries, 2015]
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Are we making progress?
[Elliott and Keller, 2013]

A man is holding a phone. A wall is beside a sign.

2011 2012 2013
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An Overview of Early Approaches

Planning & realisation

[Feng and Lapata, 2010a]
[Mitchell et al., 2012]
[Kuznetsova et al., 2012]
[Kuznetsova et al., 2014]

Abstract Scenes

[Zitnick and Parikh, 2013]
[Ortiz et al., 2015]

External linguistic resources

[Li et al., 2011]
[Yang et al., 2011]

Space and/or Attributes

[Farhadi et al., 2010]
[Kulkarni et al., 2011]
[Elliott and Keller, 2013]
[Yatskar et al., 2014]

Transfer-based

[Ordonez et al., 2011]
[Mason and Charniak, 2014]
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Recent Approaches

Unified by advances in convolutional neural networks
[Krizhevsky et al., 2012a, Simonyan and Zisserman, 2015,
He et al., 2015]

and Recurrent Neural Network language modelling

New focus on architecture engineering
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Convolutional Neural Network - Recurrent Neural Network
[Vinyals et al., 2015, Karpathy and Fei-Fei, 2015]

. . .

<S>

Wev

Whe

Girl

Woh

Whh

. . .

Girl

in

. . .

. . .

dress

<E>

Input

Embeddings
ei = xi ⋅ Wev

Recurrent
hi = f(hi−1, ei )

Output
oi = hi ⋅ Woh

Prediction
softmax(oi )

Whv

CNN

Image
Features

h−1 = Wvh ⋅ v
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Decoding with Multimodal Language Models

. . .

<S>

x ′1

. . .

x ′1

x ′2

. . .

CNN

Initialise with image features and <S> token

Feed sampled word x ′1 as input at the next timestep

Decode until emit <E> token
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Are we making progress?
[Karpathy and Fei-Fei, 2015]

Girl in pink dress is jumping in air.

2011 2012 2013 2014
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Visual Attention
[Xu et al., 2015]
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Are we making progress?
[Xu et al., 2015]

A woman is throwing a frisbee in a park.

2011 2012 2013 2014 2015
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Nearest-neighbour approaches
[Devlin et al., 2015, Yagcioglu et al., 2015]

Do we even need to generate descriptions?

1 Visual similarity space:
cosine(FC7, FC7)

2 Gather C captions of the K
nearest neighbours

3 Retrieve the consensus caption
argmaxc∈C ∑c ′∈C sim(c , c ′)

sim(⋅, ⋅) CIDEr or BLEU

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 94 / 164



Nearest-neighbour approaches
[Devlin et al., 2015, Yagcioglu et al., 2015]

Do we even need to generate descriptions?

1 Visual similarity space:
cosine(FC7, FC7)

2 Gather C captions of the K
nearest neighbours

3 Retrieve the consensus caption
argmaxc∈C ∑c ′∈C sim(c , c ′)

sim(⋅, ⋅) CIDEr or BLEU

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 94 / 164



Nearest-neighbour approaches
[Devlin et al., 2015, Yagcioglu et al., 2015]

Do we even need to generate descriptions?

1 Visual similarity space:
cosine(FC7, FC7)

2 Gather C captions of the K
nearest neighbours

3 Retrieve the consensus caption
argmaxc∈C ∑c ′∈C sim(c , c ′)

sim(⋅, ⋅) CIDEr or BLEU

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 94 / 164



Nearest-neighbour approaches
[Devlin et al., 2015, Yagcioglu et al., 2015]

Do we even need to generate descriptions?

1 Visual similarity space:
cosine(FC7, FC7)

2 Gather C captions of the K
nearest neighbours

3 Retrieve the consensus caption
argmaxc∈C ∑c ′∈C sim(c , c ′)

sim(⋅, ⋅) CIDEr or BLEU

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 94 / 164



Nearest-neighbour approaches
[Devlin et al., 2015, Yagcioglu et al., 2015]

Do we even need to generate descriptions?

1 Visual similarity space:
cosine(FC7, FC7)

2 Gather C captions of the K
nearest neighbours

3 Retrieve the consensus caption
argmaxc∈C ∑c ′∈C sim(c , c ′)

sim(⋅, ⋅) CIDEr or BLEU

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 94 / 164



Overview of Recent Approaches

CNN-RNN

[Vinyals et al., 2015]
[Karpathy and Fei-Fei, 2015]
[Donahue et al., 2015]
[Mao et al., 2015]

Deeper Networks

[Donahue et al., 2015]
[Mao et al., 2015]

Additional Evidence

[Jia et al., 2015]
[You et al., 2016]

Alternative LMs

[Kiros et al., 2014]
[Fang et al., 2015]

Retrieval Approaches

[Devlin et al., 2015]
[Yagcioglu et al., 2015]

Attention-based Models

[Xu et al., 2015]
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Evaluating Descriptions

A man is throwing his bike at a busHyp

A man putting a bike on the front of a bus

A young bicyclist is parking his bike on the bus rack

A man mounting his bike in the front of a city bus

A man and a bike by a large bus

A man is loading his bicycle on the front rack of a bus

Refs
Compare

42?
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Current Approaches to Evaluation

Inspired by machine translation, we use:

BLEU n-gram precision [Papineni et al., 2002]

ROUGE skip-gram recall [Lin and Hovy, 2003]

Meteor word/stem/synset/paraphrase matching
[Denkowski and Lavie, 2014]

As a community, we developed:

Ranking image–sentence retrieval & vice-versa [Hodosh et al., 2013]

CIDEr consensus-based sentence similarity [Vedantam et al., 2015]

What does it mean when we outperform human–human agreement?
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Moving forwards: Better evaluation measures
[Elliott and Keller, 2014, Vedantam et al., 2015]

New text-based similarity measures will be very broadly useful.
But we need larger open datasets of human judgements.

Spearman’s ρ

CIDEr 0.578

Meteor 0.524

rouge su-4 0.435

bleu-4 0.429

bleu-1 0.345

ter -0.279

Flickr8K, n=17,466, Likert-scale=1,...,4
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Moving forwards: Back to human judgements

Has no incorrect information
[Mitchell et al., 2012]

Is relevant for this image
[Li et al., 2011, Yang et al., 2011]

Is creatively constructed
[Li et al., 2011]

Is human-like
[Mitchell et al., 2012]

Is grammatically correct
[Yang et al., 2011, Mitchell et al., 2012, Kuznetsova et al., 2012,
Elliott and Keller, 2013, inter-alia]

Accurately describes the image
[Kulkarni et al., 2011, Li et al., 2011, Mitchell et al., 2012,
Kuznetsova et al., 2012, Elliott and Keller, 2013]
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Next: Describing historic image collections

“Two people are walking down at river in a wooded area”

Full collection: https://staff.fnwi.uva.nl/d.elliott/loc/
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Next: Image Description in Multiple Languages
[Elliott et al., 2015] [Hitschler et al., 2016] [Specia et al., 2016]

CNN RNN

children sitting

in a classroom

+ RNN

Schulkinder sitzen

in einem Klassenzimmer
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Next: Image Description in Multiple Languages
[Elliott et al., 2015] [Hitschler et al., 2016] [Specia et al., 2016]

English a man is standing on a grey
rock in the foreground 7

German bergsteiger klettern auf einen
sehr steilen eishang 3

Transfer tourists are climbing up a snowy
slope 3
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Resources

Survey Automatic description generation from images: A survey of
models, datasets, and evaluation measures. Bernardi et al.
2016. Journal of Artificial Intelligence Research.

NeuralTalk https://github.com/karpathy/neuraltalk2

Arctic Captions https://github.com/kelvinxu/arctic-captions

GroundedTranslation https://github.com/elliottd/GroundedTranslation

Flickr30K http://shannon.cs.illinois.edu/DenotationGraph/

MS COCO http://www.mscoco.org

Multi30K http://www.statmt.org/wmt16/multimodal-task.html
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Visual Question Answering
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Motivation

Image description:

is a passive task

users may not care about complete descriptions [Gao et al., 2015]

descriptions add nothing to what a person has already perceived
[Mostafazadeh et al., 2016]

Visual Question Answering:

focus on specific aspects of language and vision

multiple choice answers are easier to evaluate
→ easier to measure progress
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Multiple-choice questions
Visual7W: [Zhu et al., 2016]
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Multiple-choice questions
VQA: [Antol et al., 2015]
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Open-ended questions
FM-IQA: [Gao et al., 2015]
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Open-ended questions
Visual Madlibs: [Yu et al., 2015]

Q: Describe what happened immediately after
this picture was taken.

A: They drove around.
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Datasets

Images Q-A Pairs Open-ended Multiple Choice

DAQUAR
[Malinowski et al., 2015]

1,500 13,000 Yes No

Visual QA
[Antol et al., 2015]

250,000 760,0002 Yes Yes

Visual Madlibs
[Yu et al., 2015]

10,000 360,0003 Yes Yes

Visual7W
[Zhu et al., 2016]

47,000 330,000 Yes Yes

COCO-QA
[Ren et al., 2015]

124,000 118,000 Yes Yes

FM-IQA
[Gao et al., 2015]

150,000 310,0004 Yes Yes

210M answers
312 question types
4Zh → En
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Evaluation Methodologies

Your model proposes an answer A
There is one correct answer H (human)

Accuracy:

harsh with only one human reference.

H = orange A = mandarin 7

Wu-Palmer Similarity [Wu and Palmer, 1994]

WUP(x, y) = 2 *
depth of most specific common ancestor

depth(x)∗depth(y)

Or collect many human answers (e.g. 10)

Accuracy = min(A3 , 1)
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A Bag-of-Words Baseline
[Zhou et al., 2015]
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A Bag-of-Words Baseline
[Zhou et al., 2015]
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Another Baseline!
[Jabri et al., 2016]

SCORE

8192D MLP

2048D

CNN

300D

BoW

300D

BoW

What is the
weather like?

Sunny
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CNN-RNN for Multiple Choice VQA
[Ren et al., 2015]
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Multimodal Fusion and Answer Generation
[Gao et al., 2015]
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Multimodal Fusion and Answer Generation
[Gao et al., 2015]
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Composing Neural Networks for VQA
[Andreas et al., 2016]
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Multimodal Compact Bilinear Pooling
The problem with most joint representations

Multimodal representations are
typically a sum over projections
from each modality

J = Wjv ⋅ v + Wjt ⋅ t

Additive interaction between
modalities 7
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Multimodal Compact Bilinear Pooling
Bilinear pooling

Bilinear pooling allows for
multiplicative interactions between
vectors 3

BP = v ⊗ t

Too many parameters 7
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Multimodal Compact Bilinear Pooling
Compact Bilinear Pooling [Gao et al., 2016]

Multiplicative interactions between
vectors 3

Definable parameters 3

Count Sketch function Ψ
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Multimodal Compact Bilinear Pooling
Compact Bilinear Pooling [Gao et al., 2016]

Ψ: x ∈ Rn → y ∈ Rd d ≪ n

y = Ψ(x, h, s)

h: x[i] → y[j] randomly fixed

s: <s1, . . ., sn> si ∈ {-1, 1}
y[hj ] ← xj ⋅ sj + y[hj ]

MCB = FFT−1(FFT(v’) ⊙ FFT(t’))
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Multimodal Compact Bilinear Pooling for VQA
[Fukui et al., 2016]
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Multimodal Compact Bilinear Pooling for VQA
[Fukui et al., 2016]
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Are we making progress?
[Gao et al., 2015]

Q: Is this guy playing tennis?
A: Yes
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Are we making progress?
[Ren et al., 2015]

Q: What colour is the cat?
A: Black
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Are we making progress?
[Jabri et al., 2016]

Q: What is behind the photographer?
A: Bus
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Are we making progress?
[Fukui et al., 2016]

Q: What moves people to the top of the hill?
A: Ski lift
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Next: Question Generation
[Ren et al., 2015, Mostafazadeh et al., 2016]

Learn how to ask questions about images
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Resources

Survey Visual Question Answering: A Survey of Methods and Datasets.

We et al. (2016). CoRR/1607.05910

MCB https://github.com/akirafukui/vqa-mcb/

NMN http://github.com/jacobandreas/nmn2

Neural-QA https://github.com/mateuszmalinowski/visual_turing_

test-tutorial/

Visual7W http://web.stanford.edu/~yukez/visual7w/

VQA http://www.visualqa.org

FM-IQA http://idl.baidu.com/FM-IQA.html

DAQUAR http://www.mpi-inf.mpg.de/departments/

computer-vision-and-multimodal-computing/research/

vision-and-language/visual-turing-challenge/

Visual Madlibs http://tamaraberg.com/visualmadlibs/

COCO-QA http://www.cs.toronto.edu/~mren/imageqa/data/cocoqa/
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More Multimodal Understanding: Video Description
[Thomason et al., 2014, Venugopalan et al., 2015]

An grumpy old man is lecturing a kid
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More: Visual Storytelling
[Huang et al., 2016]
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Final Words
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Recap
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Grounding
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Representational grounding: Multi-modal fusion
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Referential grounding: Cross-modal mapping

visual space linguistic space

cat

squirrel

car

bike

car

bike

cat

squirrel

wampimuk

cross-modal mapping
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Image Description

. . .

<S>

Wev

Whe

x1

Woh

Whv
Whh

. . .

x1

x2

. . .

. . .

xn−1

Word
Embeddings

Recurrent
Layer

<E>

Output
Layer

CNN

Image
Features
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Visual question answering
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The future of multi-modal NLP

Going beyond vision

Current issues & open problems

Applications
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Going beyond vision

However, if the objective is to ground semantic representations in
perceptual information, why stop at image data? The meaning of violin
is surely not only grounded in its visual properties, such as shape, color
and texture, but also in its sound, pitch and timbre.
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Other perceptual modalities

Auditory grounding
[Lopopolo and van Miltenburg, 2015,
Kiela and Clark, 2015]

Olfactory/gustatory grounding
[Kiela et al., 2015a]

Haptic.. ?

Multi-modal has mostly been bi-modal
so far, how about “poly-”modal.. ?

Videos [Yu and Siskind, 2013,
Regneri et al., 2013]

Robotics [Coradeschi et al., 2013]
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Current issues: Data

A lot of unexploited unstructured data available
Movies, scripts, plays
Music, audiobooks
.. whatever else the Web has to offer

Less supervision, but the data is there

Think of ways to become less dependent on humans
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Current issues: Measuring progress

Issues with metrics:

Spearman, BLEU, METEOR, etc. are not very apt
Should we return to directly asking humans?
What happens when we beat human scores? What does that mean?

Issues with tasks / datasets
Focus less on state-of-the-art and more on novelty and generality
Should we evaluate on two tasks and tune on only one?
Do we need more datasets, bigger datasets, or both?

Issues with approach
Ask more “why”-questions: why does this work? why should we care?
where does it fail and why?
Picking ripe and rotten cherries
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Current issues: Cognitive plausibility and explainability

Successful approaches are not necessarily cognitive plausible.
Example: sequence to sequence.

At the very least, we should try not to make mistakes humans
wouldn’t make

New EU law will also create a “right to explanation,” whereby a user
can ask for an explanation of an algorithmic decision that was made
about them [Goodman and Flaxman, 2016]
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Open problems: Objective functions

Are we learning things the right way?

For many applications, we will need
interactive learning

Should we learn by “utility” and start doing
reinforcement everywhere?
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Applications: Captioning other modalities

Automatically describing audio

Describing Chopin’s étude Op. 25:
One of the most stirring and most
sublime pieces of music ever written:
“Small-souled men, no matter how
agile their fingers, should avoid it”.
[Hofstadter, 1980]

Digital vinologist / beerologist

Describing Rochefort 10: The aroma
is rich with dried fruit, such as figs,
dates, and prunes. A light sourness is
balanced by sweet molasses, followed
by spice and pumpernickel bread.
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Applications: Audio descriptions of movies

Automatically generating audio
descriptions of movies

Introducing scenes and dialogues in a
smart way for visually-impaired

Difficult problem: understanding the
story, looking back, looking forward
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Applications: Clever assistants

Next battlefield in industry: Cortana, Siri, Google Now, Facebook M

Connecting modalities is essential
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Applications: Virtual and augmented reality

Understanding language relative to the environment

Simultaneous perceptual and linguistic inputs
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Applications: Video games

Text-based games [Narasimhan et al., 2015]

Learning to win by reading manuals [Branavan et al., 2011]

Microsoft’s Project Malmo
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Learn more at ACL 2016

Mon 3E 16:50-17:10 Easy Things First: Installments Improve Referring

Expression Generation for Objects in Photographs.

Zarrieß and Schlangen

A 18:00-21:00 MMFeat: A Toolkit for Extracting Multimodal Fea-

tures. Kiela

Tues 5A 13:40-13:56 The red one! On learning to refer to things based

on discriminative properties. Lazaridou et al.

Tues 6E 15:30-17:10 Language and Vision Session

Wed 7E 10:10-10:30 Multimodal Pivots for Image Caption Translation.

Hitschler, Schamoni and Riezler

Fri 09:00-17:30 5th Workshop on Vision & Language

WMT 09:20-09:45 A Shared Task on Multimodal MT and Crosslingual

Image Description. Specia, Frank, Sima’an and Elliott

WMT 11:00-12:30 Poster Session on Multimodal Machine Translation

and Cross-Lingual Image Description
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Gödel, escher, bach.
New Society.

Huang, T.-H. K., Ferraro, F., Mostafazadeh, N., Misra, I., Agrawal, A., Devlin, J., Girshick, R., He, X., Kohli, P., Batra,

D., Zitnick, C. L., Parikh, D., Vanderwende, L., Galley, M., and Mitchell, M. (2016).
Visual storytelling.
In NAACL.

Jabri, A., Joulin, A., and van der Maaten, L. (2016).

Revisiting visual question answering baselines.
CoRR, abs/1606.08390.

Jackendoff, R. (2002).

Foundations of Language.
Oxford.

Jia, X., Gavves, E., Fernando, B., and Tuytelaars, T. (2015).

Guiding long-short term memory for image caption generation.
In ICCV.

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 152 / 164



References VIII

Johns, B. T. and Jones, M. N. (2012).

Perceptual inference through global lexical similarity.
Topics in Cognitive Science, 4(1):103–120.

Karpathy, A. and Fei-Fei, L. (2015).

Deep visual-semantic alignments for generating image descriptions.
In CVPR.

Kazemzadeh, S., Ordonez, V., Matten, M., and Berg, T. L. (2014).

Referitgame: Referring to objects in photographs of natural scenes.
In EMNLP, pages 787–798.

Kiela, D. and Bottou, L. (2014).

Learning image embeddings using convolutional neural networks for improved multi-modal semantics.
In Proceedings of EMNLP, pages 36–45.

Kiela, D., Bulat, L., and Clark, S. (2015a).

Grounding semantics in olfactory perception.
In Proceedings of ACL, pages 231–236, Beijing, China.

Kiela, D. and Clark, S. (2015).

Multi- and cross-modal semantics beyond vision: Grounding in auditory perception.
In Proceedings of the 2015 Conference on Empirical Methods in Natural Language Processing, pages 2461–2470, Lisbon,
Portugal. Association for Computational Linguistics.

Kiela, D., Hill, F., and Clark, S. (2015b).

Specializing word embeddings for similarity or relatedness.
In Proceedings of EMNLP.

Elliott, Kiela and Lazaridou Multimodal Learning and Reasoning August, 2016 153 / 164



References IX

Kiela, D., Hill, F., Korhonen, A., and Clark, S. (2014).

Improving multi-modal representations using image dispersion: Why less is sometimes more.
In Proceedings of ACL, pages 835–841.

Kiela, D., Rimell, L., Vulić, I., and Clark, S. (2015c).
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