A Case Study on
Neural Headline Generation

for Editing Support

Kazuma Murao™!, Ken Kobayashi™!, Hayato Kobayashi'?,
Taichi Yatsuka', Takeshi Masuyama', Tatsuru Higurashi’,

Yoshimune Tabuchi’
'Yahoo Japan Corporation “RIKEN AIP
("Equal contribution)




Summary

 Qur work

« Address “short title” generation for a news aggregation service,
where editors create short titles to introduce important articles

 Contributions

« Show a practical use case of neural headline generation

« Most news articles basically already have headlines
* Propose an encoder-decoder model with multiple encoders
* Deploy our model to an editing support tool

and show the results of comparing the editors’ behavior
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Yahoo! News

Pros:
- Quick understandability
- Saving display space

Biggest news portal in Japan
* PV/month; 15,000,000,000+
 Editors’ choice feature ->

1. Pick up 2. Put a new
important || shorter headline,
| news articles || called short title
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Short title generation as editing support

Purpose: To generate short title candidates to help editors

e Task: Translation from (headline, lead) to short title
* Lead is a short version (summary) of the article
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Example of (short title, headline, lead)

Phrase order
Japanese % IS chanqed

English translation

Short title  |ETHTE s\ & W T
Headline [[JEVah -7-&EWI3Z&FTEAL=
n-l_FlFﬁ ET?FZE

!;

I@I

Lead ZEE=—8M31 4 BFETOLNT-SRETFE

ZECDEREFR T, METRERL 2K

EEAD SERICHT BHE (FAL #

Hot-DTIEEDIEREICH LT [NELDH -
e ES D, IEINAEIZIEZaH Y I 0
mbhb| kX f-, [FE L -T-LE
Wz &lgTcERWn] &LoD, [T%#%
T BT-HDONNEIFKRD T W W] A & EREA

Lengths are ., EE—HBZE (AR) ~DER,
different
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Short title generation task is not so easy

Thejprime ministerjcannot say that there is nojsurmise

It cannot be said that there 1s no “sontaku ith
absolute certainty. The[prime minister JAbe said about the
problem of “Kake Gakuen (Kake school)”.

Prime Minister Shinzo Abe said, in an intensive delib-
eration with the House of Councilors Budget Commit-
tee held on the afternoon of the 14th, as an answer to a
question about whether bureaucrats surmised to the prime
minister regarding the Kake suspicion, “It is difficult to
understand whether there i1s a sontaku (surmise)”. He said
“It cannot be said that there was nothing wrong,” while
explaining that “I do not need to be obsequious”. An an-
swer to Ichiro Tsukada (LDP).
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Encoder-decoder model with attention

« Conditional language model consisting of two RNNSs
» Described by three components (encoder, attention, decoder)

‘ Encoder I >|Attentionl Ct*l Decoder ‘

Encoder RNN Decoder RNN

» Output — Viiq

Attention

S
= Z at(S)hSF

Attention calculates a context ¢; from the encoder’s states h; YAEHOO!

Copyright © 2019 Yahoo Japan Corporation. All Rights Reserved. ]'APAN

p(yt+1 | Yy<t, 3’5‘) = gdec(ﬁta Ct)

6/19



Proposed method: GateFusion

* Combine headline and lead contexts w/ gating mechanism

‘Headline Enc.|—>| Atten. d;
‘ Lead Enc. |—>| Atten. dé

Existing work (Hori+ 2017)
used an attention mechanism <:\>

_ /
¢t = adi + fdy Fusion based on

scalar weights

Gatel C_'t>| Decoder ‘

4/\ Fusion based on

Gating mechanism: | Vector weights

wy = o(Wldy; dy; ha)),
w) = o(W'[dy; dy; b)),

Etzthdt—l—’UJé@d;,
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Baselines with multiple encoders

. . Fusion based on
* Multi-modal method (Hori+ 2017) scalar weights

‘Headline Enc.|—>| Atten. d;
‘ Lead Enc. |—>| Atten. dé

* Query-based method (Nema+ 2017)

C.
Atten. I tﬂl Decoder

Fusion based on
cascade connection

‘ Lead Enc. |—>| Atten. I ldé (Query)
Ct
(main source) ‘ Headline Enc.|—>| Atten. I >| Decoder ‘
Adjust weights
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Training dataset

« 263K triples of (headline, lead, short title) in Yahoo! News
* Training (90%), validation (5%), testing (5%)

e Statistics:

| Headline| ___Lead Short title

Average length 24.87 128.49 13.05
Character type 3618 4226 3156

 Extractively solvable instances: 20%
« Characters in each short title are completely covered by the headline

 Edit distance of headlines and short titles: 23.74
« Short titles cannot be easily created only from headlines

YAHOO!
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Model and training settings

Hyper-parameter Value
* Implemented on OpenNMT # of layers (RNN, CNN) 3
. : D # of units (embedding) 200
Headline encoder: BILSTM # of units (RNN, CNN) 400
* Lead encoder: CNN (Kim, 2014)  # of units (context) 400
: : Window width of CNN 7

* To reduce the computational time D
ropout rate 0.3
 Ensemble of 10 models Learning rate 0.05
. Momentum rate 0.8
: Hyper._pa ra m.eter settlngs are Learning_decay rate 0.85
listed In the I’Ight table # of epochs 20
Batch size 64
Beam width S
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Human evaluation by crowdsourcing

» Two crowdsourcing tasks for readability and usefulness
 Average score of 10 workers for each of 1,000 outputs

» Readability (four-point scale)
* How readable a short title was

» Usefulness (four-point scale)
« How useful a short title was compared to the headline

11/19 YAHOO!

Copyright © 2019 Yahoo Japan Corporation. All Rights Reserved. ]'APAN



Evaluation results (1/2)

* Our model performed well for the usefulness measure
Readablity Usefulness Average =(R+U)/2

Correct titles Editor 3.62 3.18 3.40
First 13 chars Prefix 2.72 2.38 2.55
Single enc.  OpenNMT 3.53 3.16 3.35
, MultiModal 3.51 3.12 3.32
Multienc. 7 o ueryBased 3.5 301 332
Our model |GateFusion 3.50 3.22 3.36
— S —
Complicated Aggressively copy
expressions characters
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Evaluation results (2/2)

* Our model performed well for the usefulness measure
Readablity Usefulness Average =(R+U)/2

Correct titles Editor 3.62 3.18 3.40
First 13 chars Prefix 2.72 2.38 2.55
Single enc.  OpenNMT 3.53 3.16 3.35
V. MultiModal 3.51 3.12 3.32
QueryBased 3.52 3.11 3.32 Close to
Our models 4 GateFusion 3.50 13,22 3.36 | Editor
Gate+Query-|lebridFusion _13.55 13.22 3.39] ©

QueryBased helped GateFusion
13/19 generate headline-style outputs YAHOO!
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Input and generated title (Japanese)

Headline WigE A F v VXLCQ;{?EI?)[/ 1:"_|u/ > S| DEY] Last word
Lead Ly Sy —ZXDRILE Y S ah (29) A ZSj tends to be
A. AR TIThNI/S( L —viT[.] LI/Mmportant
Best &Editor T30 & ) AL 5 L OIS
baseline > gpenNMT SEEF v v 2E 2 HED
Our best rHybridFusion - WA TF v RER T
model English translation
Headline |Evolution|of|Darvish} turning adversity into opportunity.
Lead Yu Darvish (29) in Rangers took a mound for the first time
in 1 year and 9 months with Pirates [...]
Editor Dar sculpted his body better than before surgery.
OpenNMT |Evolution} turning adversity into opportunity.
HybridFusion [Darlturned adversity into opportunity.
14/19 Our model worked even in this real-world application YARHOO!
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Editing support tool

* Editors can check candidates when creating short titles

4. Copy & edit 3. Display

a candidate candidates
.

Short Title: | V7 kst 4] Y7 koS WERGERATHED :

v 7 MR SRR D 2> I
v 7 B EfmRETE»  Generated |
V7 kv ERk%EVEREE  Candidates |l

URL: | https://headiines.yahoo.co.jp/h2a=20180902-00000002-wordleafs-base u:i

Headline: | mussy— 238, v 7 Fo3v 7 (387 - Wik %G a7z 0 2

1. Enter
a URL

N\ /[

Lead: | v~ RSy 7 OV - L E DA — AR [5) [ZfidT-, 101XV 7
fARr 7 Ml B TIEREKROK, 4—3THEEEFREVE L, HRIZKKTA
Vo7 ZARMFPIZT NS, 7H0 ) — Fesehd, hisizott

A4 37 ya)ﬁi;::t&n'c»f—A;ﬂgtiwa
2. Fetch the
content
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Functionalities in the tool

 Cutoff unpromising candidates

Generated candidates Skip

o If perplexity>x — A
» To keep the system quality NV TE LT a7 R
» Skipping redundant candidates |rs5ooR S yT7EEBTE
* |If edit distance<y - S T3
 To display various outputs Cutoff Hilight

* Highlighting unknown characters
* If not in the article
 To encourage fact checking
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Effect of the tool release

 Editors’ behavior in three weeks before/after the release
« Rate at which an editor’s title matches the generated one by X%

Rate of 100% match titles Rate of 80+% match titles
8 20 X 3 SL5-0b
. X1 6 5.0.1% s 14.0% _ - -
4 3 8%_ 10
z N
0 0

Before After Before After

Editors began to refer to generated outputs after the release
17/19 YAHOO!
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Conclusion

 Short titles were successfully generated for editing support
 Editors began to refer to generated titles of our system

e Future work

 Verify how much our model can affect click-through rate
* Need a much safer model to avoid generating fake titles

* Acknowledgements
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Thank you for your attention!
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