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Summary

• Our work
• Address “short title” generation for a news aggregation service,

where editors create short titles to introduce important articles

• Contributions
• Show a practical use case of neural headline generation

• Most news articles basically already have headlines

• Propose an encoder-decoder model with multiple encoders

• Deploy our model to an editing support tool

and show the results of comparing the editors’ behavior
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Yahoo! News

• Biggest news portal in Japan
• PV/month: 15,000,000,000+

• Editors’ choice feature ->
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Professional editors

News articles

delivered by providers

1. Pick up 

important 

news articles

2. Put a new 

shorter headline, 

called short title

Editor’s choice feature

Short title

Pros:

- Quick understandability

- Saving display space
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Short title generation as editing support

• Purpose: To generate short title candidates to help editors

• Task: Translation from (headline, lead) to short title
• Lead is a short version (summary) of the article
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Selected news article

Short title

ノーベル賞 今年は誰の手に?

List of news articles

Headline

Lead
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Example of (short title, headline, lead)
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Short title generation task is not so easy

Phrase order 

is changed

Lengths are 

different
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Encoder-decoder model with attention

• Conditional language model consisting of two RNNs
• Described by three components (encoder, attention, decoder)
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Encoder Decoder
𝑐𝑡

Attention

Output𝑐𝑡 𝑦𝑡+1

Encoder RNN Decoder RNN

Attention

ℎ1 ℎ𝑠 ℎ𝑆 ෠ℎ1 ෠ℎ𝑡 ෠ℎ𝑇

Attention calculates a context 𝑐𝑡 from the encoder’s states ℎ𝑠
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Proposed method: GateFusion

• Combine headline and lead contexts w/ gating mechanism
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Headline Enc.

Lead Enc.

DecoderGate

𝑑𝑡

𝑑𝑡
′

ҧ𝑐𝑡

Atten.

Atten.

Existing work (Hori+ 2017) 

used an attention mechanism

Fusion based on 

scalar weights

Gating mechanism:

Fusion based on 

vector weights
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Baselines with multiple encoders

• Multi-modal method (Hori+ 2017)

• Query-based method (Nema+ 2017)
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Headline Enc.

Lead Enc.

DecoderAtten.

𝑑𝑡

𝑑𝑡
′

ҧ𝑐𝑡

Headline Enc.

Lead Enc.

Decoder

𝑑𝑡
′

(query)

ҧ𝑐𝑡

Atten.

Fusion based on 

scalar weights

Fusion based on 

cascade connection

Atten.

Atten.

Atten.

Adjust weights

(main source)
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Training dataset

• 263K triples of (headline, lead, short title) in Yahoo! News
• Training (90%), validation (5%), testing (5%)

• Statistics:

• Extractively solvable instances: 20%
• Characters in each short title are completely covered by the headline

• Edit distance of headlines and short titles: 23.74
• Short titles cannot be easily created only from headlines
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Headline Lead Short title

Average length 24.87 128.49 13.05

Character type 3618 4226 3156
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Model and training settings

• Implemented on OpenNMT

• Headline encoder: BiLSTM

• Lead encoder: CNN (Kim, 2014)
• To reduce the computational time

• Ensemble of 10 models

• Hyper-parameter settings are 
listed in the right table
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Human evaluation by crowdsourcing

• Two crowdsourcing tasks for readability and usefulness
• Average score of 10 workers for each of 1,000 outputs

• Readability (four-point scale)
• How readable a short title was

• Usefulness (four-point scale)
• How useful a short title was compared to the headline
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Evaluation results (1/2)

• Our model performed well for the usefulness measure
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Aggressively copy 

characters

Complicated 

expressions

Our model

Multi enc.

Single enc.

First 13 chars

Correct titles

=(R+U)/2
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Evaluation results (2/2)

• Our model performed well for the usefulness measure
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First 13 chars

Gate+Query

Our models

Multi enc.

Single enc.

QueryBased helped GateFusion

generate headline-style outputs

Close to 

Editor

Correct titles

=(R+U)/2
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Output examples
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Best

baseline

Our best

model

Last word 

tends to be 

important

Our model worked even in this real-world application
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Editing support tool

• Editors can check candidates when creating short titles
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1. Enter 

a URL

2. Fetch the 

content

3. Display 

candidates

4. Copy & edit 

a candidate
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Functionalities in the tool

• Cutoff unpromising candidates
• If perplexity>x

• To keep the system quality

• Skipping redundant candidates
• If edit distance<y

• To display various outputs

• Highlighting unknown characters
• If not in the article

• To encourage fact checking
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Generated candidates

トランプ氏 シリア部分停戦か
トランプ氏 シリア部分停戦に
トランプ氏 シリアと停戦協定
シリア部分停戦履行か トラン

Hilight

Skip

Cutoff
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Effect of the tool release

• Editors’ behavior in three weeks before/after the release
• Rate at which an editor’s title matches the generated one by X%
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0

2
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8

Before After

Rate of 100% match titles

0

5

10

15

20

Before After

Rate of 80+% match titles

3.8%

6.1% 14.0%

18.5%

Editors began to refer to generated outputs after the release

x1.6
x1.3
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Conclusion

• Short titles were successfully generated for editing support

• Editors began to refer to generated titles of our system

• Future work
• Verify how much our model can affect click-through rate

• Need a much safer model to avoid generating fake titles

• Acknowledgements
• We would like to thank editors and engineers in the news service 

who continuously supported our experiments
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Thank you for your attention!
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