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1 Complexity Prediction Models

For both our word complexity and sentence com-
plexity prediction models, beyond calculating the
overall mean squared error (MSE), we also calcu-
lated MSE by complexity level. In other words,
we determine how well our models predict the
complexity level for all words/sentences labeled
as level i, where 0 ≤ i ≤ 4. Note that 4 repre-
sents the most complex level, while 0 represents
the simplest level. The results are reported in Ta-
ble 2. This shows that our models also achieve a
more balanced performance across levels

2 Training Details

In this section, we show a comprehensive list of
all hyperparameters we used when training our de-
fault Seq2Seq model, to allow our code to be re-
producible by others.1 This list includes learn-
ing rate (LR), learning rate reduction rate (LR
reduce), size of embeddings (Embeddings), loss
function (loss, we use CE to represent Cross En-
tropy) among others. These parameters are found
in Table 1.

For our extensions to the standard Seq2Seq
framework, we use nearly all the same parame-
ters, the only exception being that we change the
loss function from cross entropy to our custom
complexity-weighted loss function. With this loss,
we use α = 2 during training. At inference time,
we set the beam size b = 100, and the similar-
ity penalty d = 1.0. After inference, we set the
number of clusters to 20, and we compare two
separate reranking weightings: one which uses
fluency, adequacy, and simplicity (FAS), where
βf = βa = βs = 1

3 ; and one which only uses flu-
ency and adequacy (FA), where βf = βa = 1

2 and
βs = 0. Note that our best model uses FA weights.

1Note that we will also release our code upon publication.

Parameter Value Parameter Value
Batch size 86 Embeddings 300:300

RNN hidden units 256 LR 0.001
RNN attention dot LR reduce 0.7

# of layers 2 Loss CE
RNN type LSTM Min Epochs 1

Dropout inputs 0.2 Max epochs 30
Dropout states 0.2 Max updates 500000
Min vocab freq 3 # Last params 5

Max length 85 Optimizer Adam
Label smoothing 0 Seed 13

Table 1: Training Hyperparameters for the baseline
Seq2Seq model and our extended model.

3 Human Evaluation

In this paper, we ran two different human evalua-
tions to accurately compare our model with other
state-of-the-art systems. In our first task, we ask
native English speakers on Amazon Mechanical
Turk to evaluate the fluency, adequacy, and sim-
plicity of sentences generated by our systems and
the baselines; for this task, we model our instruc-
tions after that of Zhang and Lapata (2017). Our
full instructions are found in Figure 2. We also
provide the results of this experiment with addi-
tional confidence intervals in Table 3.

For our second task, we run several direct pair-
wise evaluations. This is inspired by ChatEval,
a standardized human evaluation system for pair-
wise comparisons of chatbots (Sedoc et al., 2018).
In this task, we provide the original complex sen-
tence and two simplifications, and ask annotators
which sentence is the better simplification. Our
instructions for this task are found in Figure 1.2

4 Error Analysis

In our paper, we discuss six categories of errors.
We now present examples for each category, to

2We will release the HTML templates for our human eval-
uations upon publication.



Task Model Correlation Mean Squared Error
Overall 0 1 2 3 4

Word
Complexity

Frequency -0.031 1.9 2.24 0.38 0.64 3.01 6.99
Length 0.344 1.51 1.03 0.32 0.89 2.95 6.90
LinReg 0.659 0.92 0.92 0.39 0.49 1.17 3.27

Sentence
Complexity

Length 0.503 3.72 0.24 0.25 1.83 4.77 9.12
CNN 0.650 1.13 1.78 0.64 0.43 0.71 2.03

Table 2: Pearson Correlation, Overall Mean Squared Error (MSE), and MSE by complexity level for both our
word-level and sentence-level complexity prediction models. We also compare to length-based and frequency-
based baselines.

Model Fluency Adequacy Simplicity All
Hybrid 2.79** (± 0.08) 2.76 (± 0.08) 2.88** (± 0.08) 2.81 (± 0.07)
DRESS 3.50 (± 0.08) 3.11** (± 0.08) 3.03 (± 0.08) 3.21 (± 0.07)
DMASS 2.59** (± 0.08) 2.15** (± 0.08) 2.50** (± 0.08) 2.41 (± 0.07)
S2S-All-FAS 3.35 (± 0.08) 2.50** (± 0.08) 3.11 (± 0.08) 2.99 (± 0.07)
S2S-All-FA 3.38 (± 0.08) 2.66 (± 0.08) 3.08 (± 0.08) 3.04 (± 0.07)
Reference 3.82** (± 0.06) 3.23** (± 0.06) 3.29** (± 0.06) 3.45** (± 0.05)

Table 3: Average ratings of crowdsourced human judgments on fluency, adequacy and complexity. Ratings
significantly different from S2S-All-FA are marked with * (p < 0.05) or ** (p < 0.01); statistical significance
tests were calculated using a student t-test. We also provide 95% confidence intervals for each rating.

better understand what needs to be improved in
future work. These examples will each show the
original complex sentence (Complex), the refer-
ence simple sentence (Simple), and our generated
simple sentence (Best).

1. Long and complex sentences with multiple
clauses

(a) Complex: Turkey has long enshrined the secular
ideals of founding father Mustafa Kemal Ataturk,
particularly in an education system that until re-
cently banned Islamic headscarves in schools and
made schoolchildren begin the day reciting an
oath of allegiance to Ataturk’s legacy.
Reference: Schools in Turkey had banned head-
scarves.
Simple: They made schoolchildren to Ataturk’s
history.

(b) Complex: And Wal-Mart, which imports more
fruits and vegetables from Mexico than any other
U.S. company, announced its effort to force im-
provements up and down its supply chain.
Reference: Experts said Wal-Mart is an impor-
tant company.
Simple: Wal-Mart used more fruits and vegeta-
bles from the company.

2. Need for anaphora resolution

(a) Complex: He is the creative director of Rethink
Leisure & Entertainment , which is working on
several projects in China and elsewhere in Asia .
Reference: He is with Rethink Leisure & Enter-
tainment.

Simple: He is working on several projects in
China.

(b) Complex: Teachers there say Richie reads like a
high school student.
Reference: He reads like a high school student.
Simple: Richie says he is a high school student.

3. Simplifying the wrong part of the sentence

(a) Complex: Parks deliberately maintained her im-
age as shy and proper, said Adrienne Cannon, an
expert on African-American history.
Reference: Adrienne Cannon studies African-
American history.
Simple: She is an expert on African-American
history.

(b) Complex: His father owned the home when the
lava flowed slowly to the coast.
Reference: His father still owned the home.
Simple: The river cut slowly to the coast.

4. Poor substitution due to word embeddings
proximity

(a) Complex: Just until recently, the education sys-
tem had banned Islamic headscarves in schools
and made schoolchildren begin the day reciting a
pledge of allegiance to Ataturk’s legacy.
Reference: Schools in Turkey had banned head-
scarves.
Simple: Just until recently, the education officials
had banned Islamic flags.

(b) Complex: In Beijing kite circles, Fei is widely
known as the elder statesman.
Reference: In Beijing, Fei is widely known as an



Figure 1: Instructions for our pairwise human evaluation.

expert.
Simple: In Beijing, Fei is considered a doctor.

5. Training confusion due to misalignments in
training corpus

(a) Complex: He heard the applause.
Reference: The winning word was “magician.”
Simple: But he heard the song.

(b) Complex: More than 300,000 students across the
country signed up to participate.
Reference: Rogers Middle School took part in
the program.
Simple: There were more than 300,000 students.

6. Acceptable simplifications that were not
available in the training

(a) Complex: He later tried to buy his freedom.
Reference: Henson tried to buy his freedom later.
Simple: The man tried to buy his freedom.

(b) Complex: Middle school was a rough couple of
years for Talmus’ daughter, Lili Smith.
Reference: She had a hard time in middle school.
Simple: School was a rough couple of years.

6a and 6b are examples of good simplifications
that would however be penalized by our metrics.
5b is a poor simplification because the model has
not captured that the original sentence conveyed
important information about the subject and made
the poor decision to omit. 4a and 4b are exam-
ples displaying the limitation of the deep learning

algorithm. It correctly captured the semantic prox-
imity of the substitutions but it failed to recognize
that they are not interchangeable in all contexts.
3a is an example of making a poor choice of which
part of the sentence is important to keep and which
could be omitted. 2a and 2b are examples of poor
simplification because the model picked the wrong
pronoun or reference. 5a shows that the model was
trained on bad pairs of sentences. Clearly, the gold
sentence is not the simplification of the target. A
more complex sentence was split into more than
one sentences and the alignment only picked one.
1a and 1b are examples showing the challenge of
trying to simplify long and complex sentences be-
fore splitting them.
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Figure 2: Instructions for our human evaluation on judging fluency, adequacy, and simplicity.


