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1 Ensemble Strategy Study

We use the following configurations in our ensem-
ble model study:

e DR-BIiLSTM (with different initialization
seeds): here, we consider 6 DR-BiLSTMs
with different initialization seeds.

e tanh-Projection: same configuration as DR-
BiLSTM, but we use tanh instead of ReLU
as the activation function in Equations 6 and
7 in the main paper:

pi = tanh(Wpa; + bp) €))

qj = tanh(Wpb; + by) 2)

e DR-BILSTM (with 1 round of depen-
dent reading): same configuration as DR-
BiLSTM, but we do not use dependent read-
ing during the inference process. In other
words, we use p = p and ¢ = ¢ instead of
Equations 10 and 11 in the main paper re-
spectively.

e DR-BILSTM (with 3 rounds of dependent
reading): same configuration as the above,
but we use 3 rounds of dependent reading.
Formally, we replace Equations 1 and 2 in
the main paper with the following equations
respectively:

—, 5y = BiLSTM(v,0)
—, Spu = BiLSTM (u, s,)
—, Spuv = BILSTM (v, Syy,)

U, — = BILSTM(u, Syyv)

3)

* ArXiv version of this work can be found here
(arxiv.org/pdf/1802.05577.pdf).

t This work was conducted as part of an internship pro-
gram at Philips Research.

—, 54 = BIiLSTM(u, 0)
. Sup = BILSTM(v, 5,,) @
—, Suvw = BiLSTM(u,
0, — = BILSTM (v, Sy,

Our final ensemble model, DR-BIiLSTM (En-
semble) is the combination of the following 6
models: tanh-Projection, DR-BiLSTM (with 1
round of dependent reading), DR-BiLSTM (with
3 rounds of dependent reading), and 3 DR-
BiLSTMs with different initialization seeds.

We also experiment with majority voting and
averaging the probability distribution strategies for
ensemble models using the same set of models as
our weighted averaging ensemble method (as de-
scribed above). Figure 1 shows the behavior of
the majority voting strategy with different num-
ber of models. Interestingly, the best develop-
ment accuracy is also observed using 6 individual
models including tanh-Projection, DR-BiLSTM
(with 1 round of dependent reading), DR-BiLSTM
(with 3 rounds of dependent reading), and 3 DR-
BiLSTMs with varying initialization seeds that
are different from our DR-BiLSTM (Ensemble)
model.

We should note that our weighted averaging en-
semble strategy performs better than the majority
voting method in both development set and test set
of SNLI, which indicates the effectiveness of our
approach. Furthermore, our method could show
more consistent behavior for training and test sets
when we increased the number of models (see Fig-
ure 2 in Section 4.3 of the main paper). According
to our observations, averaging the probability dis-
tributions fails to improve the development set ac-
curacy using two and three models, so we did not
study it further.


https://arxiv.org/pdf/1802.05577.pdf

Original Sentence

Corrected Sentence

Froends ride in an open top vehicle together.

A middle easten store.

A woman is looking at a phtographer

The mother and daughter are fighitn.

Two kiled men hold bagpipes

A woman escapes a from a hostile enviroment
Two daschunds play with a red ball

A black dog is running through a marsh-like area.
a singer wearing a jacker performs on stage
There is a sculture

Taking a neverending break

The woman has sounds emanting from her mouth.
the lady is shpping

A Bugatti and a Lambourgini compete in a road race.

Friends ride in an open top vehicle together.

A middle eastern store.

A woman is looking at a photographer

The mother and daughter are fighting.

Two killed men hold bagpipes

A woman escapes a from a hostile environment
Two dachshunds play with a red ball

A black dog is running through a marsh like area.

a singer wearing a jacket performs on stage

There is a sculpture

Taking a never ending break

The woman has sounds emanating from her mouth.
the lady is shopping

A Bugatti and a Lamborghini compete in a road race.

Table 1:

Examples of original sentences that contain erroneous words (misspelled) in the test set of

SNLI along with their corrected counterparts. Erroneous words are shown in bold and italic.
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Figure 1: Performance of n ensemble models us-
ing majority voting on natural language inference
reported for training set (red, top), development
set (blue, middle), and test set (green, bottom) of
SNLI. The best performance on development set
is used as the criteria to determine the final en-
semble. The best performance on development set
is observed using 6 models.

2 Preprocessing Study

Table 1 shows some erroneous sentences from the
SNLI test set along with their corrected equiva-
lents (after preprocessing). Furthermore, we show
the energy function (Equation 3 in the main pa-
per) visualizations of 6 examples from the afore-
mentioned data samples in Figures 2, 3, 4, 5,
6, and 7. Each figure presents the visualization
of an original erroneous sample along its cor-
rected version. These figures clearly illustrate
that fixing the erroneous words leads to produc-
ing correct attentions over the sentences. This
can be observed by comparing the attention for
the erroneous words and corrected words, e.g.

“daschunds” and “dachshunds” in the premise of
Figures 2 and 3. Note that we add two dummy
notations (i.e. [FOL_, and _EOL_) to all sentences
which indicate their beginning and end.

3 Category Study

Here we investigate the normalized attention
weights of DR-BIiLSTM and ESIM for 3 sam-
ples that belong to Negation and/or Quantifier cat-
egories (Figures 8, 9, and 10). Each figure il-
lustrates the normalized energy function of DR-
BiLSTM (left diagram) and ESIM (right diagram)
respectively. Provided figures indicate that ESIM
assigns somewhat similar attention to most of the
pairs while DR-BiLSTM focuses on specific parts
of the given premise and hypothesis.

4 Attention Study

In this section, we show visualizations of 18 sam-
ples of normalized attention weights (energy func-
tion, see Equation 3 in the main paper). Each col-
umn in Figures 11, 12, and 13, represents three
data samples that share the same premise but differ
in hypothesis. Also, each row is allocated to a spe-
cific logical relationship (Top: Entailment, Mid-
dle: Neutral, and Bottom: Contradiction). DR-
BiLSTM classifies all data samples reported in
these figures correctly.
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(a) Erroneous sample (daschunds in premise). (b) Fixed sample (dachshunds in premise).

Figure 2: Visualization of the energy function for one erroneous sample (a) and the fixed sample (b).
The gold label is Entailment. Our model returns Contradiction for the erroneous sample, but correctly

classifies the fixed sample.
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(a) Erroneous sample (daschunds in premise). (b) Fixed sample (dachshunds in premise).

Figure 3: Visualization of the energy function for one erroneous sample (a) and the fixed sample (b). The
gold label is Neutral. Our model returns Contradiction for the erroneous sample, but correctly classifies

the fixed sample.
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(a) Erroneous sample (Froends in hypothesis). (b) Fixed sample (Friends in hypothesis).

gure 4: Visualization of the energy function for one erroneous sample (a) and the fixed sample (b).

The gold label is Neutral. Our model returns Entailment for the erroneous sample, but correctly classifies
the fixed sample.
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(a) Erroneous sample (easten in hypothesis). (b) Fixed sample (eastern in hypothesis).

Figure 5: Visualization of the energy function for one erroneous sample (a) and the fixed sample (b).
The gold label is Entailment. Our model returns Contradiction for the erroneous sample, but correctly

classifies the fixed sample.
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(a) Erroneous sample (jacker in hypothesis). (b) Fixed sample (jacket in hypothesis).

Figure 6: Visualization of the energy function for one erroneous sample (a) and the fixed sample (b).
The gold label is Entailment. Our model returns Neutral for the erroneous sample, but correctly classifies

the fixed sample.
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(a) Erroneous sample (sculture in hypothesis). (b) Fixed sample (sculpture in hypothesis).

Figure 7: Visualization of the energy function for one erroneous sample (a) and the fixed sample (b).
The gold label is Entailment. Our model returns Neutral for the erroneous sample, but correctly classifies

the fixed sample.
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Figure 8: Visualization of the normalized attention weights of DR-BiLSTM (a) and ESIM (b) models
for one sample from the SNLI test set. This sample belongs to the Negation category. The gold label is
Contradiction. Our model returns Contradiction while ESIM returns Entailment.
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Figure 9: Visualization of the normalized attention weights of DR-BIiLSTM (a) and ESIM (b) models
for one sample from the SNLI test set. This sample belongs to the Negation category. The gold label is
Contradiction. Our model returns Contradiction while ESIM returns Entailment.
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(a) Normalized attention of DR-BIiLSTM. (b) Normalized attention of ESIM

Figure 10: Visualization of the normalized attention weights of DR-BiLSTM (a) and ESIM (b) models
for one sample from the SNLI test set. This sample belongs to both Negation and Quantifier categories.
The gold label is Neutral. Our model returns Neutral while ESIM returns Contradiction.
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(e) Instance 1 - Contradiction relationship. (f) Instance 2 - Contradiction relationship.

Figure 11: Normalized attention weights for 6 data samples from the test set of SNLI dataset. (a,c,e)
and (b,d,f) represent the normalized attention weights for Entailment, Neutral, and Contradiction logical
relationships of two premises (Instance 1 and 2) respectively. Darker color illustrates higher attention.



_EOL_ _EOL_-‘-
covering Attention motorcycle 4 Attention
1.00 1.00
K a 2 a-
§ 0.75 § 0.75
-g underneath 050 g riding - 050
> >
I talking 0.25 I 0.25
are 0.00 man - 0.00
People
u o
¢ & T T O &S A s v SO ? e * & & ’
o L & O B ¥ L o fod > S ¥ RS fod
S & & $ S & ¢ & & \0@ &y F ¢
& N
Premise Premise
(a) Instance 3 - Entailment relationship. (b) Instance 4 - Entailment relationship.
_EOL_“ .
it
buy - ||
will -
Attention he - Attention
1.00 not q 1.00
k) 2 or -
3 075 3 whether - 075
£ ] decide -
é 0.50 § o 0.50
I 0.25 T motorcycle - ] 025
ad
0.00 driving + 0.00
test -
is -
man -
The
_FoL_ |
N2 SR NN 2 B & & N
Qo DR & &S & O
> & /
&0
Premise Premise
(c) Instance 3 - Neutral relationship. (d) Instance 4 - Neutral relationship.
_EoL_ _EOL_jr
friend -
match . his - - .
Attention for - Attention
o boing 1o @ waiting 100
8 a 0.75 $ motorcycle - 0.75
= =
8 050 g parked 0.50
:% at :% a
screaming 0.25 ~on- 0.25
0.00 sitting - 0.00
are is
People man q
A
FoL_ n FoL_ |

s~ o ¢ & & C o ;v S o > e & O ,
o F ST TOFE S o o NN F & & & o
A S ¢ ¢ S
& <&
Premise Premise
(e) Instance 3 - Contradiction relationship. (f) Instance 4 - Contradiction relationship.

Figure 12: Normalized attention weights for 6 data samples from the test set of SNLI dataset. (a,c,e)
and (b,d,f) represent the normalized attention weights for Entailment, Neutral, and Contradiction logical
relationships of two premises (Instance 3 and 4) respectively. Darker color illustrates higher attention.



=

Tl

‘ Attenti repairs Anenti(%n
4 ention 1.
together 100 P
@ 3 bike 075
8 walking 4 0.75 £
£ 8_ 0.50
5 0.50 S watches
ES is | T 025
T 0.25
0.00
couple 0.00
’ L]
Fo. B bl e
1 . ! ! ! ! ! ! ! ! . & S 6(>°°" & &o& @0\’/
NV N N SR R S g% RN N & 4
(50 GOQQ N ‘\'&\ ® e\& 3/0 6\2/ @0\0
Premise Premise
(a) Instance 5 - Entailment relationship. (b) Instance 6 - Entailment relationship.
EOL_ . _EOL_ .
) Attention
Attention maintenance 1.00
married 1 1.00 2
2 4 bike 075
8 075 <
£ < g 050
<l 1s 0.50 S learns
:% T 025
couple . 025 man 0.00
0.00 A .
The q
_FOL_
_FOL_H —_—
e &7
Yoo & QS e s ’
& NS E T & 97
i 7
Premise Premise
(c) Instance 5 - Neutral relationship. (d) Instance 6 - Neutral relationship.
W .
. A . bike Attention
p ttention 1.00
together 100 "
% i g a 0.75
@ walking 1 0.75 £
£ 8_ 0.50
° 0.50 £ destroys
S is | T 025
T 0.25
0.00
couple 0.00
A

(e) Instance 5 - Contradiction relationship.
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(f) Instance 6 - Contradiction relationship.

Figure 13: Normalized attention weights for 6 data samples from the test set of SNLI dataset. (a,c,e)
and (b,d,f) represent the normalized attention weights for Entailment, Neutral, and Contradiction logical
relationships of two premises (Instance 5 and 6) respectively. Darker color illustrates higher attention.



