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1 Mechanical Turk Questions

Figures show the wording and format of the questions as presented to mechanical turk
users.

Select the word/phrase is most closely related to the target phrase.

Instructions

Your task is to select the one phrase that is most related to the target phrase.
For example, if the target phrase is new discoveries and the options are new products or new developments, the closest phrase is new developments because developments are more similar to discoveries than products.
1f the target phrase is fiscal years and the options are in labor or few weeks, the best option is few weeks because it is also a measure of time.

Task
Which word/phrase is most closely related to the target phrase chronic conditions:

) specific conditions
() economic conditions
() respiratory disease

() environmental conditions

You may provide feedback on this question or your answer.

Figure 1: Screen shot for the Mechanical Turk question for determining if mis-ranked
phrases are good approximations of the true phrase.



Select the one word/phrase that doesn't belong (that is least like the other 5 words/phrases).
Instructions
Your task is to select the one word/phrase that is least related to all other words/phrases. That is, select the word that does not belong in the list of words.
For example, if the list of words is apples, oranges, banana, wood, kiwi, pear the correct answer is wood because every other word is a kind of fruit.

If the list of words is window, door, chimney, pencil, stoop, wall the correct answer is pencil because every other word is a building part.

Task
Select the word that doesn't belong in the list.

O crunchy
() gooey
0 flufty
) crispy
O creamy

O colt

You may provide feedback on this question or your answer.

Figure 2: Screen shot for the Mechanical Turk question used to determine if
NNSE/CNNSE/SVD dimensions are interpretable and coherent.

Select the list of words/phrases that is most associated with the target phrase.
Instructions
Your task is to select the list of words/phrases that is most related to the target phrase. For example, if the target phrase is joint project and the options are
“quickie, snip, small section"
or
"relations, relationships, alliances"
the better list is “relations, relationships, alliances" because joint projects involve alliances and relationships.
It is better to choose a list rather than the both or neither options.

Task
Please choose the list of words/phrases that is most associated with the phrase digital computers:

() aesthetic, american music, architectural style
() cellphanes, laptops, menitors
() Baoth lists are equally associated with the phrase digital computers.

() Neither list is associated with the phrase digital computers.

You may provide feedback on this question or your answer.

Figure 3: Screen shot for the Mechanical Turk question used to determine if NNSE or
CNNSE phrasal representations are consistent.
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2 CNNSE Algorithm

Recall that NNSE seeks a lower dimensional sparse representation for w words using the
c-dimensional corpus statistics in a matrix X € R**¢. NNSE minimizes the following
objective function:

1 w
argmin 52”X@: —A;. ><DH2—|—)\1HAH1 (1)

) i—1
st: DD}, <1,V1<i<¢ (2)

where A; ; indicates the entry at the ¢th row and jth column of matrix A, and A; . indicates
the ith row of the matrix. The solution includes a matrix A € R¥*¢ that is sparse, non-
negative, and represents word semantics in an /-dimensional latent space. D € Rf¥¢ is the
encoding of corpus statistics in the latent space. The L; constraint encourages sparsity
in A; A\ is a hyperparameter. Equation [2| constrains D to eliminate solutions where the
norm of A is made arbitrarily small by making the norm of D arbitrarily large. Equation
ensures that A is non-negative. Together, A and D factor the original corpus statistics
matrix X in a way that minimizes reconstruction error while respecting sparsity and non-
negativity constraints.

Consider a phrase p made up of words ¢ and j. In the most general setting, the
following composition constraint could be applied to the rows of matrix A from Equation
corresponding to p,¢ and j:

Ay = (A, AGy) (4)

where f is some composition function. The composition function constrains the space of
learned latent representations A € R”** to be those solutions that are compatible with the
composition function defined by f. Incorporating f into Equation [1| we have:

Lix, — A x D2+ 24
a;g]gnén; | i x D"+ M A+

e Do (A6 Ag)® (5)

phrase p,

p=(4,5)
Where each phrase p is comprised of words (7, j) and 2 represents all parameters of f that
may need to be optimized. We have added a squared loss term for the composition function,
and a new regularization parameter A\, to weight the importance of respecting composition.
We call this new formulation Compositional Non-Negative Sparse Embeddings (CNNSE).
In this work, we choose f to be weighted addition because it has has been shown to
work well for adjective noun and noun noun composition (Mitchell and Lapata, 2010; Dinu
et al., [2013), and because it leads to a formulation that lends itself well to optimization.

Weighted addition is:

This choice of f requires that we simultaneously optimize for A, D, « and S.

We can further simplify the loss function by constructing a matrix B that imposes the
composition by addition constraint. B is constructed so that for each phrase p = (i, j):
By =1, Bpi = —a, and By, ;) = —f. For our models, we use a = 8 = 0.5, which
serves to average the single word representations. The matrix B allows us to reformulate
the loss function from Eq [5}

ari;%m fHX ADHF+)\1HAH1 + >\ HBAHF (7)



Algorithm 1 CNNSE
Input: X, B, A1, A\¢
Randomly initialize A, D
prevL <= 0
ewL = 41X ~ D[ + M A], + b B4l
while (prevL - currL) < prevLx107% do
A< ADMM(D, X, B, \1, \¢)
D <« gradientDescent(D, X, A)
prevL < curL
cuL. = 41X — ADJ + n Al + 4] Bl
end while
return A, D

where F' indicates the Frobenius norm. B acts as a selector matrix, subtracting from
the latent representation of the phrase the average latent representation of the phrase’s
constituent words.

We now have a loss function that is the sum of several convex functions of A: squared
loss, L1 regularization and the composition constraint. This sum of sub-functions is the
format required for the alternating directions method of multipliers (ADMM) (Boyd, 2010)).
ADMM substitutes a dummy variable z for A in the sub-functions:

arﬁ%in %HX—ADHZF—F)qHZlHl—i—%/\cHBchzF (8)
st: A=z (9)
A=z (10)
D;.D}, <1,V1<i</ (11)
A;;>0,1<i<w, 1<j<¢ (12)

Equations [ and [I0] ensure that the dummy variables match A; ADMM uses an augmented
Lagrangian to incorporate and relax these new constraints. The augmented Lagrangian
for the above optimization problem above is:

1 1
Lo(A; 21, 20,1, ue) = 5| X = AD|[G+ Mallall, + el Bel |7+

w(d—=) +ud—z) + S(lA—aly+[A-=[}) (13

We optimize for A, z; and z. separately, and then update the dual variables (see Al-
gorithm [2| for solutions and updates). ADMM has nice convergence properties for convex
functions, as we have when solving for A. Code for ADMM is available onlindﬂ ADMM
is used when solving for A in the Online Dictionary Learning algorithm, solving for D
remains unchanged from the NNSE implementation (see Algorithm .

"http://www.stanford.edu/~boyd/papers/admm/


http://www.stanford.edu/~boyd/papers/admm/

Algorithm 2 ADMM solution for augmented Lagrangian in equation

Input: D, X, B, A\, X\

{Lagrangian parameter}

p<=1

{Dummy Variables}

2] < Ow,e

Ze <= Owj

{Dual Variables}

Uy <= Ow,g

Ue <= Owj

dti <= DDT +2xpx I,

while not converged do
A< (XD + p(z1 + ze) — (ug + ue)) /dti
ze = (px A+ uc)/(Aex (B x B) + px 1)
vy<=A+u/p
K< A/p
{Soft Threshold Operator for L; constraint} {(a)+ is shorthand for max(0,a)}
2=y =Kt = (=7 = k)t
{Update Dual Variables}
up =uy +p*(A—2)
Ue = Ue + p* (A — 2¢)

end while

return A
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