Supplement Material

Here we present training procedures to reproduce our results and human eval-
uation setup to validate our model’s performance. We intend to open source our
code and setup a website to demonstrate our works.

1 Dataset

Training & Validation Set

We collect our classical poem data from https://github.com/chinese-poetry/chinese-
poetry.

We collect our vernacular data from http://www.S6wen.com/wenxue/.

Test Set

Our test set is collected from https://so.gushiwen.org/gushi/songsan.aspx.

We have incorporated our data collection and processing scripts in our code.
Limited by the 10M data upload limit, we only submit a subset of our training set
and validation set. We will make our data publicly available after double blind
review.

2 Training Setup

In the paper, we use a similar model structure [Lample et al.(2018)Lample, Ott, Conneau, Denoyer, and Ranza
to generate poems from vernacular. Here we specify details for training our model.
Transformer

We use 4 layers both in the encoder and in the decoder. We share weights of last
2 layers of encoder and the first 2 layers of decoder across vernaculars and poems.
We also tried sharing 1 and 3 layers, both showed similar or worse performance.

We share all embedding look-up tables for vernaculars and poems. We use em-
beddings from pretrained bert [Devlin et al.(2018)Devlin, Chang, Lee, and Toutanova]
in Chinese language.

The dimensionality of the embeddings and of the hidden layers is set to 768.
We used the Adam optimizer [Kingma and Ba(2014)] with a learning rate of 6 x
107°, B; = 0.5, and a batch size of 32.

The weight of language modeling loss a;; decreases from 1 to 0.1 linearly from
step 0 to step 100000, and then decreases to O at step 300000. The weight of
back-translation loss a is set to 1.



For our reinforcement learning loss £', we set g = 0.0 at first. At the eighth
epoch, we set a to 0.5. This will make sure we stably approach a decreasing loss
at the beginning. We set the threshold for reinforcement learning loss 7 = 0.85.

At decoding time, we adopt greedy generation strategy.

LSTM

We use 3 layers both in the encoder and in the decoder. We share weights of all
layers in encoder and the all layers of decoder across vernaculars and poems. We
also tried sharing 1 and 2 layers, both showed similar or worse performance.

We share all embedding look-up tables for vernaculars and poems. We use
embeddings from Word2vec and Skip-Gram with Negative Sampling in Chinese
language [Li et al.(2018)Li, Zhao, Hu, Li, Liu, and Du].

The dimensionality of the embeddings and of the hidden layers is set to 300.
We used the Adam optimizer [Kingma and Ba(2014)] with a learning rate of 3 x
1074, B1 = 0.5, and a batch size of 32.

Similar to Transformer, the weight of language modeling loss «; decreases
from 1 to 0.1 linearly from step O to step 100000, and then decreases to 0 at step
300000. The weight of back-translation loss oo is set to 1.

At decoding time, we adopt greedy generation strategy.

3 Human Evaluation Setup

We invited 30 human evaluators to join our human evaluation. The human evalua-
tors were divided into two groups, the expert group contains 15 people who holds
a bachelor degree in Chinese literature, the amateur group contains 15 people who
holds a bachelor degree in other fields. All 30 human evaluators are native Chinese
speakers. Only amateurs participate in Machine VS Human Poets experiments.
Because the experts have known the gold poem already, thus their judgment would
be unfair.

3.1 Evaluating results from different model

We selected 20 poem translations and 20 famous fragments from four types of Chi-
nese literature (5 fragments for each of modern prose, modern poems, pop song
lyrics and Song lyric ci). We then generated poems from 4 models (Transformer
baseline, +Anti OT, +Anti UT, +Anti OT & UT). We asked evaluators to grade each
generated poem from four perspectives:

1) Fluency: Is the generated poem grammatically and rhythmically well formed?
2) Semantic coherence: Is the generated poem itself semantic coherent and mean-
ingful?

3) Semantic preservability: Does the generated poem preserve the semantic of the
modern Chinese translation?

4) Poeticness: Does the generated poem display the characteristic of a poem?

The grading scale for each perspective is from 1 to 5.



A subset of vernacular and their corresponding poems used for human evalua-
tion is shown in Table 1.

3.2 Machine VS Human Poets

We selected 25 best generated poems from vernacular Chinese translations and pair
each one with its corresponding human written poem. We then presented 25 pairs
to human evaluators and asked them to differentiate which poem is generated by
human poet. These 25 pairs are listed in Table 2.



Source type

| Text

Vernacular WEAKE S G WG N ERIR . AR FEREE R F . B A KE
translation EFEALL B XL, JTAREREFH)N et KEA .
WEAMGTING, HAORRRAAME . AR R TEE, MERI I ARA.
WEENKRKREIR, P ERKER. HEREDE, JEAKRENE.
WETIRTEN, Rk i ARINELEDE. SRAABHREA.
WIEMAKTIRG, PEREREEMM. FEBRKREL, THIRBHIE.
Vernacular BkZE 5 oW, RTCENNGELEGETE, KFOE T, ERKHEE
translation BE®RIE . R HFEMAURERFE I, FROOEA—RX
KT B kLS
B2 aRELE, RO E R k. BO@ T RS, EXGEenERE.
EEHRBRE, HEOBTEKRF. BEKFEKE, HFURZEF.
© 2 EWMAERR, KFETHRE. RN HETFHRES, —REEEZAS .
EESHRCH, KFEPERE. K Li2E L, —REXRLRS .
Vernacular AZLETHEBRFHNERARKR, SETARMIEKEEMIR . & 5 I
translation MEEFHALETF, FRZAHOF TR TERS.
AECE G0, KRB IIWE S 2. fosh @ A 0E, %59k A0 -
A& B AR, sRITHERMAAT . HRETFREE BHRRAER .
ABAE & Gege, EAH R4 . MRBRITIRAS, AR FER.
A& Brd B, TR EK . AR ERE, FEFFFa4.
Vernacular REFINBEFRS, BTREIFADR. KOS T RAXT, FEA
translation HEZHCRHEE . ILENA LK, ZH ARG . NEEHF . X
VNI L
REFVERY, PIRAUREE. BT T RAK, REFHCERIE.
BERFVERYS, BBRBI—Y. BHES RAK BLORCHEE.
RAE D BRI, READETS . &8 AAELH BILEEEER.
BFEVPRBERY, BRIFATE . RAEBLLCH, LELREFR L.
Song lyricci | —@#HABEB—HM, XFRREFE . JAETIILEE . BT HTHEEE

MG AR M)k .

R AR R .

—BHFNE—M, EFRAREO@FE. BTN, EAERKRER .
—dHEE M, FFRREOFE. SEETILEE, RALAMESR.
—wHFNE—M, FFEXRAOFE. JEBET/LNE, EaEA5FLEE.
—WHFNE—A, KFRAEOFE. JRABTILEE, ERABLEHRS -
Modern prose | MR E R, FRr2E2OAA, RmdE, WRMNERA, FEMNHE, F

T, #—HRTG R

MRE TR

AAXRHLEEE.

HARIBEAH

Ao B An st R A

WA RGEE&R, RIBAERAE . WUMAF RN, SARESF .
AREEFHRE, RAERRBENE . WAMNETHAF, L0 AR

AR RLFRE,

AR EEARNL

S A H N &

i A B B 3t R .

Modern A RA, M—ANEBOGA. RY, B, FAHFEER. NAKRE, ZOR
poems EARRER. RA—PET, OBKXE, FREILS.
MERARB—F, FAZE LAY . FRAFEFIL, A A&XARS .
IR RT, FAALRIE. FRAHENIK, AARLLEHD.
IR B A2, FAERGRE. AR EFENAL, XRKELAR.
R BAAR, FAEHDE RN . A#NRARAL, X CHELEFERE .
Pop song e—AAGRE, BBEF—ANOME, EERRGEREETR . 4
lyrics AHREH, F2RROPIE, FELRETFEROLE.

E—BEREL, BEMREAL. B LERES, EFEWKIE.
B —AREE, EAMKRASSN . REREYFRY, FREFIRE.
BRBEELI, MRERBR S  FEFBART, HTERES.
BRRBBGI, MREFREN . RAFTERYH, FRONELFK

Table 1: A subset of vernaculars and generated poems used for human valuation.
Within each instance, 4 lines from top to bottom are poems generated from Trans-
former baseline model, +Anti OT model, +Anti UT model, and +Anti OT & UT

model.



ID | Machine poem Human poem
1 FSETHRIRE, BRAEEXZ M. FURMERAE, WB R KA T,
RELNBBR, ZELEEEE . AETHRRER, (TR RHEEHE .
2 ME@mHEEM, SAKZERE@NM . BERMNETHEAE, KadRFEx .
WEMO BT K, HIREARTE . — R4 AR, ARELTES.
3 FIL@ARE, LRFRETE. AZILBBRE, LRARTEGE.
Aéraieke, mAZLEDR. ¥k REAEBDRDL, RERRLAAE.
4 FR—FRAEHR, MRERELITIRE. —REFREEA., RBKZERE.
AR )LIRIRE . BRI S AR . LR P B, FHAFE KBS
5 AOH%EERT, LR LELLEE - HEHERERAE PEFBIAK.
PEBELGE, BIARLEA . A EREKEIRM, K ARITRBERL.
6 WEAKFTEN, =B FIEIE. A WEREA, EHBERTS.
—REZLAN, EEHFHA LT AITAARLINE 4, —BHE B THN .
7 A, BEE, BRE TS, AN, A, BRAAFHEE.
LR ERT, BEAMRF K. RESRZENL, FRRZAAE.
8 | THE5Aawk, FREE®LADH. FEEFFER, BLEEFRE.
ERF%EDWLE, KRK—A THAK. RISFEE L FEL, JLAGFR AL
9 HEIAEKRRF, BRELBRERT. HILAEKRRF, R ELERERT.
GRATIAE RN, 4 A B of G RATAR TN, 4 A By 308y
10 | @BAMFmAKE, Rtz EMEREL . W IR G KIR, AP AIE Y T .
BRFREBE, THAARNFESE . MM —RFwE, ZREREL L.
11 | LiRFRKE#R, ek &5, B KT AR, A2
TR AT B AR 4k, F & &HA RATE . FHeAat L LR, —B L E M.
PRIEIDEY 3 N EEL R Tt TRE—ER ERGERAHA-
hFam—e, PRARBEETY. AP AR, BFETAAR
13| ZARRZRTE, aVBENNEE. BT =B m, T ZMED & -
TN EREFR BREESBLEA. TARBRKRE, BKE LMK S -
14 | BERZET )R, SHFEEARLINE. XEERERE, BBEANT EXR -
EXEBZTH, REEHLEE. ARG =TI, S0 FRAEF.
15 | REEXAZFE, BXFIANE]. FEEXAKLE, FRAKIAEI].
RBRIEFTR, RANRNLEYL. WM SR e, KRR EREYL.
16 | =FMFLE, FTaEFE&LT . M F LA, KARFEERLE-
BATEHRE X, REFNREL - BATEHRGEZ, REFWHEER
17 | THEBERK, EHHERER. THhEBERK, EAEMPER.
HERAGHEME, AMREZLK - FHEERTRE, THKEZEL.
18 | R F A, TREESETE. WL B KBA, THREEHTER.
WA FE REFH AR, AR AR S KREREED, £RIATEE S
19 | WEFAKTIL, B E REEHH . MARETRAR, BHHGEERE
HEFHRERE L, KRESBHLI. BRREEDL X, FMi#H) 8.
20 | FEHMATEE, aAXRBRKZR- FHHTEELRZ, BAKBRLAEE.
B R EERAFR, LK BRI . TR EHMGR, K RAEA%E
21 | FElEiEE %, RAHERED - HEAERAER, T HEETE.
A& bedzmi, #Erfa bibitsm. RETA &G =, HREZTREY.
2 | ERFEZEN, FRELFH & ARAFREEE, BRREZLX .
REAB ARG E, AFENT L. —fFRfET4AE. REABEDRIL.
23 | ZFEFR—%W, EAKTFF LR, FREZEAARF, RXALFAR.
ZAF L BIRE K, AR R E T . BHEELT L, RERLFILE
24 | BEEREIINE, BHKEFERT. FE LA ERR, E=BBEESE
ZEEREIERL, AR mBpM s 4ot ITAEFEAK, AREFLELE .
25 | RKBEBRAKKL, HABERALE - [T AR EIE, GZAAERKE.
RERFEREWN, ZHTFHHE%. REBFERFL, FEEBHEFTE.

Table 2: Generated poems and their corresponding gold poems.
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