A Further Statistical Analysis

Table 1 shows detailed results, including those of
individual raters, for all four experimental condi-
tions. Raters choose between three labels for each
item: MT is better than HUMAN (a), HUMAN is
better than MT (b), or tie (t). Table 3 lists inter-
rater agreement. Besides percent agreement (same
label), we calculate Cohen’s kappa coefficient

_ PA) -~ P(E) "
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where P(A) is the proportion of times that two
raters agree, and P(F) the likelihood of agree-
ment by chance. We calculate Cohen’s kappa, and
specifically P(E), as in WMT (Bojar et al., 2016,
Section 3.3), on the basis of all pairwise ratings
across all raters.

In pairwise rankings of machine translation out-
puts, k coefficients typically centre around 0.3
(Bojar et al., 2016). We observe lower inter-rater
agreement in three out of four conditions, and at-
tribute this to two reasons. Firstly, the quality
of the machine translations produced by Hassan
et al. (2018) is high, making it difficult to discrim-
inate from professional translation particularly at
the sentence level. Secondly, we do not provide
guidelines detailing error severity and thus assume
that raters have differing interpretations of what
constitutes a “better” or “worse” translation. Con-
fusion matrices in Table 4 indicate that raters han-
dle ties very differently: in document-level ade-
quacy, for example, rater E assigns no ties at all,
while rater F rates 15 out of 50 items as ties (Ta-
ble 4g). The assignment of ties is more uniform in
documents assessed for fluency (Tables 1, 4a—4f),
leading to higher & in this condition (Table 3).

Despite low inter-annotator agreement, the
quality control we apply shows that raters assess
items carefully: they only miss 1 out of 40 and
5 out of 128 spam items in the document- and
sentence-level conditions overall, respectively, a
very low number compared to crowdsourced work
(Kittur et al., 2008). All of these misses are ties
(i.e., not marking spam items as ‘“better”’, but
rather equally bad as their counterpart), and 5 out
of 9 raters (A, B1, B2, D, F) do not miss a single
spam item.

A common procedure in situations where inter-
rater agreement is low is to aggregate ratings of
different annotators (Graham et al., 2017). As
shown in Table 2, majority voting leads to clearer
discrimination between MT and HUMAN in all
conditions, except for sentence-level adequacy.

Document Sentence

Rater MT Tie Human MT Tie Human
Fluency

A 13 8 29 30 32 42

Bl 36 4 64

B2 8 18 24

C 12 14 24 40 14 50

D 11 17 22 32 30 42

total 44 57 99 66 36 106
Adequacy

E 26 0 24 59 3 42

F 10 15 25 44 16 44

G 18 4 28 38 23 43

H 20 3 27 38 11 55

total 74 22 104 103 19 86

Table 1: Ratings by rater and condition. Greyed-
out fields indicate that raters had access to full doc-
uments for which we elicited sentence-level judge-
ments; these are not considered for total results.

Sentence

MT Tie Human

Document
MT Tie Human

Aggregation

Fluency

Average 22 29 50 32 17 51
Majority 24 10 66 26 23 51

Adequacy

Average 37 11 52 50 9 41
Majority 32 18 50 38 32 31

Table 2: Aggregation of ratings (%).

Document  Sentence
Fluency
Same label 55 % 45 %
Cohen’s k 0.32 0.13
Adequacy
Same label 49 % 50 %
Cohen’s k 0.13 0.14

Table 3: Inter-rater agreement.
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Table 4: Confusion matrices: MT is better than HUMAN (a), HUMAN is better than MT (b), or tie (¢).
Participant IDs (A—H) are the same as in Table 1.
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