
A Implementation

Network Architecture. The model architecture
of generator and reconstructor is almost the same
except the length of input and output sequence.
We adapt model architecture for our generator and
reconstructor from (See et al., 2017) who used
hybrid-pointer network for text summarization.
The hybrid-pointer networks of generator and re-
constructor are all composed of two one-layer uni-
directional LSTMs as its encoder and decoder, re-
spectively, with a hidden layer size of 600. Since
we use two kinds of methods on adversarial train-
ing, there are two discriminators with different
model architecture. In the Section 5.1, the dis-
criminator is composed of four residual blocks
with 512 hidden dimensions. While in Section 5.2,
we use only one layer unidirectional LSTM with a
hidden size of 512 as our discriminator.
Details of Training. In all experiments except in
Section 6.4 , we set the weight α in (2) control-
ling Rloss to 25. In Section 6.4, to prevent genera-
tor from overfitting to sentences from CNN/Daily
Mail summary, we set the weight α to 50 which
was larger than other experiments. We find that
the if the value of α is too large, generator will
start to generate output unlike human-written sen-
tences. On the other hand, if the value of α is too
small, the sentences generated by generator will
sometimes become unrelated to input text of gen-
erator. For all the experiments, the baseline b in
(3) gradually decreases from 0.25 to zero within
10000 updates on generator.

We set the weight β1 of the gradient penalty
in Section 5.1 to 10, and used RMSPropOpti-
mizer with a learning rate of 0.00001 and 0.001
on the generator and discriminator, respectively.
In Section 5.2.1, the weight β2 of gradient penalty
terms was 1.0, and used RMSPropOptimizer with
a learning rate of 0.00001 and 0.001 on the gener-
ator and discriminator, respectively. It’s also feasi-
ble to apply weight clipping in discriminator train-
ing, but the performance of gradient penalty trick
was better.

B Corpus Pre-processing

• English Gigaword: We used the script of
(Rush et al., 2015) to construct our training
and testing datasets. The vocabulary size was
set to 15K in all experiments.

• CNN/Diary Mail: We obtained 287227 train-

ing pairs, 13368 validation pairs and 11490
testing pairs identical to (See et al., 2017)
by using the scripts provided by (See et al.,
2017). To make our model easier to train,
during training and testing time, we truncated
input articles to 250 tokens (original articles
has 781 tokens on average) and restricted the
length of generator output summaries (origi-
nal summaries has 56 tokens on average) to
50 tokens. The vocabulary size was set to
15k.

• Chinese Gigaword: The Chinese Gigaword
is a long text summarization dataset which is
composed of 2.2M paired data of headlines
and news. We preprocessed the raw data as
following. First, we selected the 4K most fre-
quent Chinese characters to form our vocabu-
lary. We filtered out headline-news pairs with
excessively long or short news segments, or
that contained too many out-of-vocabulary
Chinese characters, yielding 1.1M headline-
news pairs from which we randomly selected
5K headline-news pairs as our testing set, 5K
headline-news pairs as our validation set, and
the remaining pairs as our training set. Dur-
ing training and testing, the generator took
the first 80 Chinese characters of the source
text as input.

C Model Pre-training

As we found that the different pre-training meth-
ods for the generator influenced final performance
dramatically in all of the experiments, we felt it
was important to find a proper unsupervised pre-
training method to help the machine grasp se-
mantic meaning. The summarization tasks on
two datasets is different: One is sentence summa-
rization, while the other is long text summariza-
tion. Therefore, we used the different pre-training
strategies on two datasets described below.

• CNN/Diary Mail: The CNN/Diary Mail is
a long text summarization dataset in which
the source text consists of several sen-
tences. Given the previous i − 1 sentences
sent0, sent1, ..., senti−1 from the source
text, the generator predicted the next four
sentences senti, senti+1, .., senti+3 in the
source text as its pre-training target. If more
than 40% of the words in target sentences
senti, senti+1, ..., senti+3 did not appear in



the given text, we filtered out this pre-training
sample pair. This pre-training method al-
lowed the generator to capture the impor-
tant semantic meanings of the source text.
Although the first few sentences of articles
in CNN/Diary Mail contains the main infor-
mation of articles, we hope we can provide
a more general pre-training method which
don’t have any assumption of dataset and can
be easily applied to other datasets.

• Chinese Gigaword: The pre-training
method of Chinese Gigaword was similar
to CNN/Diary Mail except that generator
predicted the next sentence instead of next
consecutive four sentences.

• English/Chinese Gigaword: As the source
text of English Gigaword is made up of only
one sentence, it is not feasible to split the last
sentence from the source text; hence the pre-
vious pre-training method on Chinese Giga-
word is not appropriate for this dataset. To
properly initialize the set, we randomly se-
lected 6 to 11 consecutive words in the source
text, after which we randomly swapped 70%
of the words in the source text. Given text
with incorrect word arrangements, the gener-
ator predicted the selected words in the cor-
rect arrangement. We pre-trained in this way
because we expect the generator to initialize
with a rough language model. In Chinese
Gigaword we also conducted experiments on
pre-training in this manner, but the results
were not as good as those shown in the part
(C) of Table 3. In addition, we also used the
retrieved paired data in row (B-1) in Table 1
to pre-train the generator in English Giga-
word. However, pre-training generator with
this method doesn’t yield results better than
those in Table 1.

• Transfer Learning: Before unsupervised
training, the generator was pre-trained with
paralleled data on CNN/Daily Mail dataset.
However, the characteristics for two datasets
are different. In English Gigaword, the ar-
ticles were short and the summaries consist
of only one sentence, while in CNN/Daily
Mail dataset, the articles were extremely long
and summaries consist of several sentences.
To overcome these differences, during pre-
training time, we took the first 35-45 words

in each CNN/Diary Mail article as genera-
tor input, and generator randomly predicted
one of the sentences of the article’s summary.
In addition, we used the one sentence from
CNN/Diary Mail summaries as real data to
discriminator instead full summaries.
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Figure 11: An example of generated summary of CNN/Diary Mail.


