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Time and Place
City
State
Other details (home, school, etc.)
Date (DD/MM/YYYY)
Clock Time (HH:MM)
Time of day (e.g. morning/afternoon/night)
Alleged Shooter(s)
Name
Gender
Age
Race
Victim(s)
Name
Gender
Age
Race
Was the victim injured?
Was the victim hospitalized?
Was the victim killed?
Circumstances of shooting
Type of gun
Number of shots fired
Answer Yes/No/Not able to determine
The shooter and the victim knew each other.
The incident was a case of domestic violence.
The firearm was used during another crime.
The firearm was used in self defense.
Alcohol was involved.
Drugs (other than alcohol) were involved.
The shooting was self-directed.
The shooting was a suicide or suicide attempt.
The shooting was unintentional.
The shooting was by a police officer.
The shooting was directed at a police officer.
The firearm was stolen.
The firearm was owned by the victim/victim’s family.

Table 1: The full list of questions we ask annotators to answer

about each article.



Read the text of the article carefully. Afterward, please answer the questions about the information in the article. You will
be asked two types of questions:

1. Yes/No questions about the circumstances of the shooting described in the article. For these questions, please base your answers
only on the information in the article. You should answer “Not mentioned” unless the answer to the question is explicitly given,
or you can very confidently infer the answer from the text.

2. Descriptive information about people and places. For these questions, you will be asked to highlight a span in the text which
contains the answer to the question.

Tips and examples:

* For yes/no questions, use your best judgement when making inferences. If unsure, you should choose “Not mentioned”. For
example, in most cases, you should answer “Not mentioned” for the question “Was alcohol involved in the shooting?” unless the
article explicitly says that alcohol was involved. However, if the article describes a 5 year old boy would accidentally fires a gun
while playing, it would be okay to answer “No” for the question “Was alcohol involved in the shooting?” since it is reasonable to
infer that the 5 year old was not under the influence of alcohol.

* For highlighting questions, you should try to highlight the smallest span possible that contains a complete answer to the question.
For example, the article may contain the sentence “The shooting took place at 11:30 am in the parking lot of the school.” When
asked to indicate clock time, you should highlight 11:30 am and NOT The shooting took place at 11:30 am. If you can’t find the
answer, leave the input blank.

* “Clock time” refers to the exact time of the shooting, e.g. 11:30 am. “Time of day” refers to the approximate time of the shooting,
e.g. “afternoon” or “after dark.”

Table 2: Instructions given to annotators at the start of each article.

Figure 1: Before extracting information from an article in order to populate the database, workers confirm that the article is/is not

describing a specific incident of gun violence.



Figure 2: Annotators first answer a series of yes/no questions about the circumstances of the shooting described in the article.

Figure 3: Annotators then highlight specific spans of text in the article which correspond to specific pieces of information about

the incident, e.g. the name of the shooter. When an annotator highlights a span, they are given a choice of which field the span

corresponds to. The annotators can not enter answers directly as free-text.



Figure 4: The annotators populate the database by hilighting spans and selecting the corresponding field, rather than entering

information as free text. This ensures a clear mapping between information in the database and natural language text in the article,

and makes it easier to train automated systems to reproduce the extracted information.

Figure 5: Annotation interface for soon-to-come event coreference annotation. Workers view two articles and determine whether

or not they describe the same event.



Figure 6: Annotation interface for soon-to-come cross-document entity coreference annotation. Workers view profiles of two

entities from two different articles and determine whether or not they describe the same person.


