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Summary of Contributions

Ø A comprehensive comparison of RAG and LC
Ø A simple-yet-effective method: Self-Route
Ø Detailed analysis

!!"# 	− 	!$%

“What is the passkey?”

“What is the special token 
hidden inside the texts?”

“Which passkey is larger? 
First or Second?”

Main Results

Ø Comparison: LC performs consistently better than RAG, but with a higher cost.
Ø Self-Route achieves comparable performance with LC with much lower cost.

Ø Step-1 (RAG): “Answer the question based on the retrieved passages. If the question 
cannot be answered, output unanswerable”

Ø Step-2 (LC):  if “unanswerable” in step-1, do LC.

A simple-yet-effective method: Self-Route
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Examples:
A. “What nationality is the performer of song You Can?”
B. “What does the group think about XXX?’’ 
C. “What did Julie Morgan elaborate on the online survey when talking about the 

evaluations on the legitimacy of the children’s rights, protection and demands?”
D. “What caused the shadow behind the spaceship?'' for a long story without explicit 

mention of the shadow when the cause is revealed.

Analysis-2: common RAG failure reasons

Ø For 63% queries, RAG/LC predictions are exactly identical.
Ø For 70% queries, RAG/LC predictions are very similar 

(score difference < 10).

Analysis-1: RAG/LC predictions are highly similar

Analysis-3: ablations of k

Ø For 63% queries, RAG/LC predictions are exactly identical.
Ø For 70% queries, RAG/LC predictions are very similar 

(score difference < 10).

Analysis-4: synthetic datasets?
Needle-in-the-haystack: a passkey (“the passkey is 123456”) hidden in large chunks of texts.

Ø Synthetic dataset may unconsciously contain artifacts that influence the analysis.

Analysis-5: exclusion of LLM’s internal knowledge
Method-1

Ø use a simple prompt “based only on 
the provided passage”.

Method-2 
Ø exclude “commonsense” questions.


