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SAAS: Solving Ability Amplification Strategy 
for Enhanced Mathematical
Reasoning in Large Language Models
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At a Glance

● The paper introduces Solving Ability Amplification Strategy (SAAS), a novel approach to 
enhance mathematical reasoning in large language models (LLMs)

● It combines Chain-of-Thought (CoT) and Program-of-Thought (PoT) learning strategies, 
transitioning from logical reasoning to programmatic execution to amplify problem-solving 
capabilities

● The empirical evaluation shows that SAAS outperforms other models on challenging 
mathematical tasks



Motivation

● The study aims to overcome the limitations of LLMs in mathematical reasoning, which is 
essential for applications requiring logical thinking and problem-solving

● Current methods like CoT can improve reasoning but lead to computational errors, while PoT
focuses on accurate execution but lacks reasoning ability

● The SAAS approach addresses these issues by sequentially integrating CoT and PoT learning



Overview of SAAS

SAAS (Solving Ability Amplification Strategy)
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Training Settings



Experiments

● RQ1: Does SAAS quantitatively outperform its competitors for solving challenging mathematical 
problems? 

● RQ2: Are two core strategies of SAAS effective in improving the accuracy? 

● RQ3: Is SAAS effective in solving not only basic but also challenging mathematical problems? 

● RQ4: Does sequential learning that transitions from CoT learning to PoT learning help improve both 
the mathematical reasoning and computational accuracy? 
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Conclusion

● Prioritizing the learning of mathematical reasoning ability via Chain-of-Thought (CoT) 
learning is helpful for the amplification of problem-solving ability during Program-of-Thought 
(PoT) learning

● For effective sequential learning, it is necessary to employ a cognitive retention strategy 
that incorporates some data samples from the initial phase into the subsequent phase

● SAAS (Solving Ability Amplification Strategy), which progresses from CoT learning to PoT
learning with cognitive retention strategy

● Through extensive experiments with the reputable benchmarks, we demonstrated that SAAS 
consistently and significantly outperforms all competitor, marking a significant advancement 
in the field of mathematical reasoning in LLMs
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