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At a Glance

e The paper introduces Solving Ability Amplification Strategy (SAAS), a novel approach to
enhance mathematical reasoning in large language models (LLMs)

e |t combines Chain-of-Thought (CoT) and Program-of-Thought (PoT) learning strategies,
transitioning from logical reasoning to programmatic execution to amplify problem-solving
capabilities

e The empirical evaluation shows that SAAS outperforms other models on challenging
mathematical tasks



Motivation

e The study aims to overcome the limitations of LLMs in mathematical reasoning, which is
essential for applications requiring logical thinking and problem-solving

e Current methods like CoT can improve reasoning but lead to computational errors, while PoT
focuses on accurate execution but lacks reasoning ability

e The SAAS approach addresses these issues by sequentially integrating CoT and PoT learning



SAAS (Solving Ability Amplification Strategy)

Overview of SAAS

- (c) SAAS N
Question: Patrick is half the age of his elder brother Robert. If Robert
will turn 30 after 2 years, how old is Patrick now?
~— (@) CoT rationale —— —— (b) PoT rationale ——— e
If Robert will turn 30 after 2 years, “python -
then his current age is 30 - 2 = 28 years. def calculate_patrick age(): -
"""Patrick is ... how old is Patrick
Since Patrick is half the age of Robert, now?"™" ] Deoe X (%)
then Patrick's age is 28 / 2 = 14 years. robert age_future = 30 -
robert_age_now = robert_age_future - 2 -

patrick_age_now = robert_age_now /2 -
Deot -| |

Therefore, Patrick is currently 14 years old.
return patrick_age_now

The answer is: 14
patrick_age_now = calculate_patrick_age()
/| print(patrick age now) L

.

Patrick is 14 years old now.
(.

Figure 1: Overview of SAAS (Solving Ability Amplification Strategy) with two core strategies: i) sequential
learning strategy; ii) cognitive retention strategy.
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Dataset

Training Settings

P Seed Dataset Rationale Models  Size

Augment with MetaMathQA CoT GPT, WizardMath 465K

;:u.T:ont; P;tricl:‘ is b:::‘n lx:\; age of PoT Prompt MATH, GSM8K CoT WizardMath 300K

;,,7,;‘;:'"1%’%,,::2 s G LLMs H QANDA CoT WizardMath 120K
- ment wif

Answer : 14 A(;JgT ;,;mptth MetaMathQA PoT ToRA 60K

MATH, GSM8K PoT ToRA 226K

Seed Dataset MathlInstruct PoT ToRA 38K

QANDA PoT ToRA 12K

Figure 2: Overall procedure of the synthetic data generation.
Table 1: Summary of synthetic datasets
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Experiments

e RQ1: Does SAAS quantitatively outperform its competitors for solving challenging mathematical
problems?

e RQ2: Are two core strategies of SAAS effective in improving the accuracy?
e RQa3: Is SAAS effective in solving not only basic but also challenging mathematical problems?

e RQ4: Does sequential learning that transitions from CoT learning to PoT learning help improve both
the mathematical reasoning and computational accuracy?



Experiments

RQ1: Does SAAS quantitatively outperform its competitors for solving challenging mathematical problems?

Model | Size | GSMSK MATH GSM-Hard SVAMP TabMWP ASDiv MAWPS | Avg.
‘General Models
GPT4 S| 20 42 647 931 6.0 913 916 | 783
GPT4 (PAL) S| k2 s 776 948 959 926 917|864
ChatGPT - | w08 355 559 830 6.1 873 946 | 723
ChatGPT(PAL) | - | 786 387 676 T8 19 810 894 | 733
Claude-2 S| w2 ms - - - - - .
PaLM-2 5408 | 807 343 - - - - - -
LLaVa-2 B[ 13 4l 78 380 31 507 609 [ 294
Platypus-2 B | 144 54 86 367 265 479 S84 | 283
CodeLLaMa ®PAL) | 7B | 340 166 36 590 413 614 796 | 474
SOLAR-1 078 258 80 1.1 593 36 sl e84 | 381
LLaVa-2 13B | 23 63 136 431 95 563 704|362
Platypus-2 BB | 27 71 143 507 43 Ss1 696 | 380
CodeLLaMa (PAL) | 13B | 399 199 390 624 595 653 860 | 531
CodeLLaMa (PAL) | 34B | 533 239 94 70 el 724 915 [ 607
LLaMa2 708 760 924 [s82
Platypus-2 708 727 9Ll | 530
‘WizardMath k) 591 7 [449
MetaMath B - - .
MuggleMATH | 7B - - -
Toolformer b w04 w0 | -
MathCoder B - R -
MathCoder-CODE | 7B - - -
MAmmoTH b - - .
MAmmoTH.CODE | 7B - - .
ToRA i 739 624
SAAS ™ 73 612
-CODE | 7B 787 665
SAAS-CODE | 7B 804 938 | 700
SAAS 1078 875 957 768
138 658 197 |s18
MetaMath 138 - - -
MuggleMATH | 138 - - -
MathCoder 138 - - .
MathCoder-CODE | 138 - - -
138 - - -
MAmmoTH-CODE | 138 - - -
ToRA 138 772 913|659
SAAS 138 805 943|707
ToRA-CODE | 138 814 925 | 713
SAAS-CODE | 13B 845 954 |743
MathCoder-CODE | 348 - B .
MAmmoTH-CODE | 348 - - -
-CODE | 34B 842 933 | 748
SAAS-CODE | 34B 952|766
SAAS-LLEMA | 34B 876 %66 | 7195
WizardMath | 70B | 816 227 503 800 498 762 862 |638
MetaMath 0B | 823 266 - - - - - -
MuggleMATH | 708 | 823 - - - - - - .
MathCoder 0B | 839 451 - - - - - -
ToRA 0B | 843 497 672 827 740 868 938 | 769
Table 2: A ies of dtors and our SAAS on the ical benchmark datasets. Our SAAS models are
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shown in purple color.



Experiments

RQ2: Are two core strategies of SAAS effective in improving the accuracy?

Strategy GSMS8K MATH
Chain-of-Thought (CoT) 69.7 26.9
Program-of-Thought (PoT) 76.8 477
Combination of CoT and PoT 79.0 49.2
SAAS 794 50.6
without cognitive retention strategy 79.0 49.6
Reverse SAAS 76.8 47.1
without cognitive retention strategy ~ 69.4 27.6

Table 3: Accuracies of different learning strategies. All
improvements are statistically significant with p-value
< 0.001.
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Experiments

RQ3: Is SAAS effective in solving not only basic but also challenging mathematical problems?

02 66,61 g 55 m SAAS
B PoT Learning
s CoT Learning

Steps

Figure 3: Accuracies on GSM8K with respect to the
number of required reasoning steps.



Experiments

RQ4: Does sequential learning that transitions from CoT learning to PoT learning help improve both the

mathematical reasoning and computational accuracy?

s P
Question: Benjamin is trying to break a combination lock. This particular type of lock has 5 digits from 0 to 9, and Benjamin just happens
to know that there can be no repeated digits in the code for this type of lock. How many valid codes are there?

(0-9, excluding the digit already chosen).
For the third digit, there are 7 choices

(0-9, excluding the digits already chosen).
For the fourth digit, there are 6 choices
(0-9, excluding the digits already chosen).
For the fifth digit, there are 5 choices

(0-9, excluding the digits already chosen).
Therefore, the total number of valid codes is
9*8*7%*5=1260.

The answer is: 1260

B

combination lock. This particular type of lock
has 5 digits from 0 to 9, and Benjamin just
happens to know that there can be no
repeated digits in the code for this type of
lock. How many valid codes are there?"""

# There are 10 choices for each of the 5
digits

num_codes = 10**5

return num_codes

result = valid_codes()
print(result)

““output

\The number of valid codes is 100000.

has 5 digits from 0 to 9, and Benjamin just
happens to know that there can be no
repeated digits in the code for this type of
lock. How many valid codes are there?"""

# There are 10 choices for each of the 5
digits, and the choices are independent,

# so we use the product of the number of
choices for each digit

5)
return valid_codes

result = valid_codes()
print(result)

““output
30240

The number of valid codes is 30240.

valid_codes = factorial(10) / factorial (10 -

Answer: 30240

CoT Learning ,— PoT Learning Ve SAAS =
To find the number of valid codes, we need to “python f:: o . cal
consider the number of choices for each digit. from sympy import factorial m sympy import facto
For the first digit, there are

defvalid_codes():

(0-9, excluding 0). def valid_codes(): B eni:
For the second digit, there are 8 choices """Benjamin is trying to break a ‘Benjamin is trying to break a

combination lock. This particular type of lock

b

Figure 4: Responses of different learning approaches for a given question-answer pair.




Conclusion

e Prioritizing the learning of mathematical reasoning ability via Chain-of-Thought (CoT)
learning is helpful for the amplification of problem-solving ability during Program-of-Thought
(PoT) learning

e For effective sequential learning, it is necessary to employ a cognitive retention strategy
that incorporates some data samples from the initial phase into the subsequent phase

e SAAS (Solving Ability Amplification Strategy), which progresses from CoT learning to PoT
learning with cognitive retention strategy

e Through extensive experiments with the reputable benchmarks, we demonstrated that SAAS
consistently and significantly outperforms all competitor, marking a significant advancement
in the field of mathematical reasoning in LLMs
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