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Motivation

< Need to address the limitations of LLMs in mathematical reasoning to ensure robust logical thinking and problem-solving capabilities

< While Chain-of-Thought (CoT) methods enhance reasoning, they often introduce computational errors, whereas Program-of-Thought (PoT) methods

improve execution but lack reasoning depth
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Question: Patrick is half the age of his elder brother Robert. If Robert
will turn 30 after 2 years, how old is Patrick now?

~— (@) CoT rationale ——— ———— (b) PoT rationale ———

The answer is: 14

patrick_age_now = calculate_patrick_age()

=

If Robert will turn 30 after 2 years, . ) ‘
then his current age is 30 - 2 = 28 years. def calculate_patrick age(): -

"""Patrickis ... how old is Patrick
Since Patrick is half the age of Robert, now?"™" R Deor X n(%)
then Patrick's age is 28 / 2 = 14 years. robert age._future = 30 -

robert_age_now = robert_age_future - 2 -
Therefore, Patrick is currently 14 years old. patrick age now = robert_age now / 2 D

return patrick_age_now cot

< SAAS is a sequential learning strategy aimed at first enhancing logical reasoning skills through CoT learning, followed by bolstering problem-solving

capabilities with PoT learning

“The cognitive retention strategy mitigates information loss by incorporating CoT rationales into the PoT phase
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< The data is augmented with models like GPT and validated through post-processing to ensure correctness and quality
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Conclusion

< SAAS, which transitions from CoT to PoT learning with a cognitive retention strategy, achieved state-of-the-art performance on mathematical

reasoning benchmarks, demonstrating the effectiveness of sequential learning in enhancing both reasoning and problem-solving abilities in LLMs.
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