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% Introduction < Experiments

» Character-based (aka role-playing) Dialogue System > Interactive Pointwise Evaluation

» Character-based dialogue systems (CharacterDial), e.g., Character.Al, » 10 annotators, each tasked with creating two characters to interact with
enable users to freely customize social characters for social interactions. 12 models for at least 20 dialogue turns.

* They are built upon LLMs and allow users to engage with Al iInamore  « Annotators score the models on 7 metrics on a 1 to 5 scale.

personal, emotionally supportive manner, addressing a range of Models Overallf | Consistencyt Human-likenessT Engagement] | Quality? Safety Correctnessf
_ _ _ _ _ _ ChatGLM2 2.64 2.73 2.33 2.62 2.97 474 4.15
scenarios from casual chit-chatting to deeper emotional companionship.  cpr3s 3.49 3.83 3.23 3.38 410 5.00 4.87
SparkDesk 3.54 3.71 3.15 3.36 3.97 5.00 472
= ERNIEBot 3.56 3.88 3.54 3.74 4.23 4.96 4.77
> EXIStIng Cha”enges Xingchen 3.90 3.88 3.92 3.79 3.92 4.96 4.87
) . ) . ) Baichuan 3.90 4.00 3.46 3.90 4.28 4.96 4.77
* The generalizability of social characters across diverse scenarios.  Qwen 3.97 4.03 3.62 372 436 5.00 479
.. ) .. ) . MiniMax 4.10 4.18 4.05 4.00 4.33 4.99 4.69
» Existing work builds training corpora only via LLM synthesis or GPT-4 4.15 4.3 4.00 3.97 444 5.00 4.87
] ] ] CharacterGLM-6B 3.08 3.73 3.49 2.92 3.49 4.92 4.87
extracting from literature resources, with a narrow range of CharacterGLM-12B | 333 3.94 3.36 321 367 492 4.87
CharacterGLM-66B 4.21 4.18 4.33 4.23 4.44 4.99 4.87

character categories, as shown In Table 1.

* The adaptability of social characters in evolving conversations.
* A naive way Is to prompt LLMs to play specific characters.
 This way relies only on static profiles and could struggle in the

later stages of the multi-turn conversations, as shown in Figure 1.

Table 2: Results of interactive pointwise evaluation.

» Interactive Pairwise Evaluation
» 10 annotators, each creating 24 characters distributed evenly across

three categories to interact with 2 models for at least 20 dialogue turns.

* Annotators compare 2 models’ outputs at an overall level.

8_
HRP: Human Role-Playing HPI: Human-Prototype Interaction Character Category Dialogue Scenario
Extraction: Extraction from Literary Resources 5 Charactei(;rLM—ﬁﬁB Celebrities Daily Life Characters Fictional Characters  Chit-Chat Interviews Companionship Overall
e e L o oy conal Characiers L win/tie/lose(%)  win/tie/lose(%)  win/tie/lose(%) win/tie/lose(%) win/tie/lose(%) win/tie/lose(%) win/tie/lose(%)
Ce.: Celcbrities  DLF.: Daily Life Characters  OC.:Others s ] GPT-3.5 4514741 7710743 X719744 718745 44715/41  48/10/42  46/11/43
Datasets Data Sources Character Categories % _(1): """"""""""""""""""""""""""""""""""" Advantage(T) +4 +4 +3 +2 +3 +6 +3
. ce. DLF. ot. & M lax MiniMax 51710739 46/6/43 4816146 4716147 50/8/42 4716147 4877145
CG (e ®
HLA-Chat (2020) Extraction v s 4 Advantage(?) +12 2 +2 0 +8 0 +3
HPD (2023 - / E GPT-4 35/22/43 47/9/44 4576749 A0/13/47  35/22/43 50/5/45 44711745
(2023) Extraction 2 Advantage(?) 8 +3 4 7 8 +5 1
ChatHaruhi (2023) Extraction v CharacterGLM-6B _ 63/2/35 6912129 6773730 6772731 66/3/31 6871731 6772131
Prodigy (2023) Extraction v 104 Advantage(T) +28 +40 +37 +36 +335 +37 +36
RoleBench (2023) Synthesis v . — CharacterGLM-12B __ 57/6/36 61/4135 60/5/35 60/4736 61/5/34 60/6/34 60/5/35
CharacterChat (2023) Synthesis . .V SER I | | Advantage(?) +21 +26 +25 +24 +27 +26 +25
haracter-LLM (202 Synthesi v v . - 1~ . 6~10 >=11 _ : .. :
g_t?;afzgrz . (2023) ynthests Y Dialogue Turn Interval Table 3: Results of Interactive pairwise evaluation on three character
i y i - - ] i .
CharacterDial (ours) HRP, HPL, v v v v Figurel:Win-lose rate advantages of our categories and three dialogue scenarios.

Extraction, Synthesis

tuning-based CharacterGLM-66B against - - - -
Table 1: Comparison of our data with related tuning-free models by dialogue turn interval > Static Pointwise Evaluation

datasets on character-based dialogue. In the interactive pairwise evaluation » randomly extract 100 sessions containing 100 characters from our
col- lected data as test data.
LS = Models Overall Consistencyt Human-likenesstT Engagementf Qualityt
«* Implementation of CharacterGLM Quen T
GPT-3.5 2.96 3.23 3.09 3.10 3.16
_ _ _ _ _ _ ChatGLM?2 3.04 3.42 3.45 3.55 3.30
» Soclal Traits of Social Characters (Implementation Principal) Baichuan 3.06 3.37 3.4 338 3.38
MiniMax 3.37 3.44 3.56 343 3.79
* Inherent social profile, including attributes and styles. GPT-4 3.45 3.47 3.64 3.62 3.57
_ _ _ _ _ _ CharacterGLM-66B  3.69 3.46 3.70 3.72 3.83
» External social behavior, including consistency, human-likeness, and kappat 053 051 0.52 048 0.70

able 4. Results of static pointwise evaluation.

engagement. _ o _
» Static Pairwise Evaluation

» Character-Based Dialogue Collection (ensuring generalizability)

Test Set Win Tie Lose Improve.(T)
* Four ways to manually construct a large-scale character-based Human Role-Playmg 572 3.3 395 177
_ _ _ _ _ Human-Prototype Interaction 50.8 7.2 41.9 3.9
dialogue corpus, I.e., human role-playing, synthesis via LLMSs, Bad Case 276 61.1 113 16.3
extraction from literary resources, and human-prototype interaction. Table 5: Results (%) of CharacterGLM-66B-DPO vs. CharacterGLM-66B.

Improve. Is the Win—Lose rate.

“* Interactive Examples

» Model Training (ensuring adaptability)

» Supervised Fine-tuning and Refinement (self-refinement and DPO)

\
v

methods are used to optimize the character customization of LLMs. .. S G R AR RSPRS00 A0, .. R VT MR .. BRI
Ry © A AR, AR .. I 2 1 A B g RAK ...
- - ' I Yifei Hu......is a character with a dual personality, both feisty and gentle......eventually rises to the rank of
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& Construct :’ i el Rolc- Interaction I & Control = Social Profile Zhanbo Lu) Mr. Zeng suddenly became my brother-in-law, and I'm still not quite used to it. Should I o
A Dlaving '\ - N . b call him brother-in-law or or continue with Mr. Zeng?
BTt ® Social Profile(User) playmg One-to-many Attributes l : ‘ L
—— Dialogues @), Augmentation i ﬁ PRAEAT AW 2, B AFRIEITC, Z G #BME. | You can call
Synthesis via Large Language Models (Summarization, A him whatever you like. It's just a title, even "Old Zeng" is fine.
[r Styles - ot T .
aonb | Prompt ’ Social Profile(Character) Prompt J&5]  Generation | r_ y Paraphrasing, Stylization) i Interview
— ®Somleﬁle(User) - 1B foe Characterization IC"”Cﬂ‘e"ate Py (Afan) X A PEH R, REZARRML? | You are so warm and
LLMs LLMs One-to-many f Social Behavi Vo kind. Are you from the art department?
Dialogues At ELL GG ['_'- One-to-many Y
Extraction from Literary Resources = — || Dialogues RSN MR IS4, AT REELFMEIZ$%. | Thank you for the
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Sl Supervised Fine-tuning Meijia Chen) [ want to sell some snacks, and with live-streaming sales being so popular lately, I'd like to e
Human-Prototype Interaction Human = Human-likeness l - give it a try.What do you think?
| Q5 i [ &
& Customize ’ Social Profile(Character) MR%_ \\gr icEcton E oy RECINEINE Nt ﬁ AEEWT, 5% XM ARZEHEA FM. | Not bad, Meijia. That's actually a pretty useful idea this time.
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§ Of course, and since I love snacks so much, I know which ones are tasty and which aren't. I'm sure [ g
Figure 2: Implementation of CharacterGLM. One-to-many means crafting o0 convines Be o viewen 0

a J7 SRR, (B 2% R IR AR BB A5 . | The direction is good, but live streaming

1sn’t as easy as you might think.

multiple dialogues for a single character.
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