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A Appendix-Training and inference
settings.

A.1 Appendix-Training and inference
settings of dialog generators.

Our proposed dialog generators are initialized
from GPT-2-XL (Radford et al., 2019) that uses
a 48-layer decoder-only transformer and 1600-
dimensional hidden states. We set the maximum se-
quence length to 512 tokens as it is large enough to
contain most utterances and prompt inputs. To opti-
mize the models, we use an Adam solver (Kingma
and Ba, 2015) with an initial learning rate of 10e-
5 and minibatch of size 8. We train the models
with teacher forcing until convergence. For the
social generator, we evaluate perplexity on the vali-
dation set and use it as stopping criterion. For task
generation, we evaluate semantic similarity on the
validation set and use it as stopping criterion. The
dialog context is restricted to 5 previous utterances
for both generators during training.

Both dialog generators use special tokens in the
prompt to demarcate dialog history, belief state and
social act. This aids the generator to attend to the
structured prompt better. At inference time, we
generate dialogs with using top-p sampling scheme
with p=0.85 (Holtzman et al., 2019), ngram repeti-
tion penalty with n=4 applied on generated dialog
turns, a softmax temperature of 0.7 and 0.9 for the
social and task generators, an utterance length con-
straint of 100 tokens. Our models are implemented
in Pytorch (Paszke et al., 2017), use HuggingFace
Transformers library (Wolf et al., 2020) and are
trained on NVIDIA V100 GPU. Each dialog gener-
ator takes 200 GPU hours of compute for finetuning
on the dialog dataset.

A.2 Appendix-Inference settings of fusion
layer.

For fusing the generators, we choose a β randomly
from a range of β = [0.7, 1.0] for task oriented

turns and [0.3, 0.7] for the social turns. This thresh-
old of 0.7 was chosen to make sure that the task ori-
ented turn does have the information-belief states
from the single user utterance being rewritten and
tuned by optimising for SS(semantic similarity)
metric on the validation set. Figure 1 shows exam-
ples of how the generated dialog utterance varies
as we vary β by biasing the fusion from the social
dialog generator to the task-oriented dialog gen-
erator. In examples D.1 and D.2, we see that the
utterance are off topic and not related to user belief
when β = 0.1. For higher value of beta (biased to-
wards task oriented dialog generator), the response
is terse but reflects the belief state. Intermediate
values of beta blends the generators and generates
more natural responses.

A.3 Appendix-Training and inference
settings of turn planner.

Turn planners in our approach are initialized from
BERT (336M parameters) model (Devlin et al.,
2019) that uses a 24-layer encoder-only trans-
former, 1024-dimensional hidden state and 16 at-
tention heads. We set the maximum sequence
length to 256 tokens, as it is large enough to contain
dialog history. We use Lamb optimizer (You et al.,
2019) with an initial learning rate of 5e-5, 500
warmup steps and minibatch of size 8. For both the
coarse and fine-grained turn planner, we use class-
weighted accuracy on the validation set as stopping
criterion. At inference time, we use a threshold
that gives greater than 70% precision on predict-
ing the task turns. Our models are implemented
in Pytorch (Paszke et al., 2017), use HuggingFace
Transformers library (Wolf et al., 2020) and are
trained on NVIDIA V100 GPU. Each model based
planner takes 15 GPU hours of compute for fine-
tuning on a dialog dataset.



A.4 Appendix-Sample inference walkthrough
The architecture of our proposed multi-user task-
oriented dialog generator is shown in Figure 2 of
the main paper. We consider a single user utter-
ance with some dialog history and belief state as
input. To rewrite this user utterance, we start with
a social turn and a random choice of social act in
the first step. The social act and dialog history are
given as input prompt to the social generator. The
task generator is prompted with the belief state and
dialog history. The next utterance is decoded by
late fusion of both the dialog generators biased to-
wards the social dialog generator. The generated
turn is given as input to the turn planner which
predicts the turn type and social act for the second
turn in dialog. Depending on the turn type, the
fusion is biased towards the social or task-oriented
generator. This continues until the planner predicts
task-oriented turn which is decoded by late fusion
of both the dialog generators with a bias towards
the task-oriented dialog generator.

B Human Evaluation

A snapshot of the detailed instructions describing
the task and the human evaluation template with
annotations are shown in Figure 3–4. The pool of
workers for our human evaluations were located in
the US, and had a 90% approval rate for at least
200 previous annotations. Based on approximate
completion time for our task, we estimate a pay
rate of $12 per hour.

C Additional Qualitative Results

Additional qualitative examples are shown in Fig-
ure 2. Example D.1 shows a multi-user dialog
where users chitchat about visiting a park in the
same location reflected in user belief and describ-
ing reasons they would like to visit it. One of the
users then makes a request for a college in this lo-
cation reflecting the belief state of the single-user
utterance. Similarly D.6 captures an interesting
social deliberation and the request to book a taxi.
However, the destination referenced in the user be-
lief is missed in this case. In example D.3, the user
refers to a park entry fee of a dollar as expensive
showing some of the limitations of language mod-
els in expressing commonsense. This limitation
is also shown in D.5 where a generated utterance
captures the intent to take a taxi and remarking
how close it is walking and the good weather in the
same utterance. Example D.6 shows a disconnect

in the topic between turns where a user talks about
different location and asks for the admission fee
despite not deciding on a location. This is also seen
in example D.2.
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D.1

Previous Utterance from Agent:

A:I have successfully booked your room at 
the Limehouse. Your reference number is 
4VB8JH2B. As for the restaurant, do you have 
any preferences as far as price range goes?

USER BELIEF STATE:

restaurant area: north, restaurant food:
India, restaurant price range: don’t care

NEXT UTTERANCE:

U:No preferences for the price range, but
I'd like it to be in the same area as the
hotel

GENERATED MULTI-USER DIALOG:

Beta=0.1(biased towards social generator):I 
would like to stay in the downtown area. My 
name is John.
Beta=0.5: I don't have a preference. I just 
want to eat Indian food.
Beta=0.9(biased towards task oriented dialog 
generator): I don't have a preference.

D.3

Previous Utterance from Agent:

A:What kind of food would you like today?

USER BELIEF STATE:

hotel stars: 4 ,hotel type: guesthouse

NEXT UTTERANCE:

U:I am not interested in food, thanks, but I'd
like help finding a 4 star guesthouse.

GENERATED MULTI-USER DIALOG:

Beta=0.1(biased towards social generator):I'd like 
to have a steak, please. And I'd like to have a 
cup of coffee, please. Thank you.
Beta=0.5:I'm not picky. I just want a place to 
stay.
Beta=0.9(biased towards task oriented dialog 
generator):I don't care.

D.2

Previous Utterance from Agent:

A: It is not. It serves British food. There 
are 2 modern European restaurants in the 
centre. Would you prefer one of those?

USER BELIEF STATE:

restaurant area: centre , restaurant book day:
Tuesday, restaurant book people: 5

NEXT UTTERANCE:

U: Yes please pick a moderate one and book me
a table for 5 people on Tuesday at 14:45.

GENERATED MULTI-USER DIALOG:

Beta=0.1(biased towards social generator): 
Yes, I'd like to have a British food. Can you 
recommend me one?
Beta=0.5:I'd like to try the one in the 
centre. Can you book a table for 5 people
at 14:45 on Tuesday?
Beta=0.9(biased towards task oriented dialog 
generator): I would like to book a table for 5 
people at 14:45 on Tuesday.

Figure 1: Examples of utterances generated by fusion of our dialog generators by biasing the fusion from the social
dialog generator to the task-oriented dialog generator.

D.1
DIALOG HISTORY:

U: Are there any entertainment spots in the 
town centre?
A: Nothing specifically marked 
entertainment, although we do offer quite a 
lot to do, from theatres to parks.

USER BELIEF STATE:

attraction area: centre , attraction type:
college

UTTERANCE BEING REWRITTEN:

Can you recommend a college in town centre?

GENERATED MULTI-USER DIALOG:

U0: Well, I do like the idea of a park in
the centre. It's something new and exciting.
U1: I'm sure you do. The problem is that the
city centre is quite full. It's hard to find
a place to go to in a city centre that isn't
full of office buildings and shopping malls.
U0: I see. Perhaps a nice park would be
good. There are many nice looking trees and
plants around the park. It would be a nice
change from the city centre.
U1: I'm also looking for a college to visit
in the centre of town.

D.3
DIALOG HISTORY:

NA

USER BELIEF STATE:

attraction area: east, 
attraction type: park

UTTERANCE BEING REWRITTEN:

Can you help me find a park on 
the east side please?

GENERATED MULTI-USER DIALOG:
U0: I'm looking for a nice place 
to visit.
U1: How about a park?
U0: Park is good. It's very 
quiet and beautiful.
U1: How much is the admission 
fee?
U0: Usually it's free. But 
sometimes it's a little 
expensive. Do you know what the 
fee is for a park?
U1: Usually free. But some 
people charge a dollar for it. 
It's a little expensive.
U0: How about a park in the city 
center?
U1: Sure, that would be fine.

D.4
DIALOG HISTORY:

U: I have two places. Nusha and 
Tipin. Which would you prefer?
A: I would like Nusha. Can you give 
me the phone number and address for 
Nusha?
U: The address for Nashua is unit g6, 
Cambridge leisure park, clifton road. 
Phone number is 01223902158.
A: I also need an Irish restaurant 
that is expensive.
U: What area would you like?

USER BELIEF STATE:

restaurant food:irish, restaurant 
price range:expensive

UTTERANCE BEING REWRITTEN:

The area doesn't matter.

GENERATED MULTI-USER DIALOG:

U0: South. East and West. It's not 
very particular.It'll be a big place. 
It'd be very expensive. Can you 
recommend something? 
U1: Irish food is good. It's very 
good. If you want to go to a 
restaurant that is very expensive, I 
would recommend the restaurant. It'll 
be a big restaurant. It has a lot of 
people.It'd be very expensive. 
U0: I would like to book a table for 
three at 16:45 on Sunday.

D.7
DIALOG HISTORY:

U: I'm trying to find a concert hall in 
the east part of town.
A: Unfortunately, I don't have any 
listings for concert halls on the east 
side. Can I check another area of town 
for you?
USER BELIEF STATE:

restaurant food:irish, restaurant price 
range:expensive

UTTERANCE BEING REWRITTEN:

How about an entertainment attraction 
instead?

GENERATED MULTI-USER DIALOG:

U0: How about a place in the west part 
of town? 
U1: I'm sorry, but I'm not sure.Do you 
have any suggestions for a place to go 
to for entertainment in the east? 
U0: Well, I'd like to go to a place in 
town that is not too far from the 
airport.How about a place near the 
airport? 
U1: Ok, I'll try that.How about an 
entertainment venue near the airport? 
U0: That would be great.How much is the 
admission fee? 
U1: I'm not sure. Do you have any 
information on entertainment venues?.

D.2
DIALOG HISTORY:

U:I'm visiting Cambridge and looking to do the tourist thing! I'm 
interested in information about potential nightclubs in the centre 
of town!
A:Sure, there are 5 different nightclubs in the centre area, were 
you wanting to check them all out or would you like a 
recommendation?

USER BELIEF STATE:

attraction area: centre, attraction type: nightclub ,attraction 
postcode: requested, attraction phone: requested

UTTERANCE BEING REWRITTEN:

Great can I get the phone number and postcode of one you'd 
recommend?

GENERATED MULTI-USER DIALOG:
U0: I want a recommendation for a nightclub that I think is good 
for me, but I don't want to spend a lot of time in one place.
U1: There's a really good nightclub in the city centre, I think 
you'll enjoy it if you go there.It has a very good reputation for 
its live jazz and the people that work there are friendly and 
helpful.If you want to book a table for 5 at the club, I would be 
happy to help you out.If you just want to have a drink, I would 
also recommend that you book a table at the restaurant or in the 
park. 
U0: I think I'll go to the restaurant then.If you can get me a 
table for 7 at that time, that would be great.I would also like to 
book a taxi to take me back to the airport after I've enjoyed my 
stay in the city.My friend told me that it is very easy to get a 
taxi. 
U1:Well, I think I will go to the nightclub. Can you get me the 
phone number and postcode for it?

D.5
DIALOG HISTORY:

U:I need help with attractions! Can 
you help me out?
A:There are so many attractions to 
choose from! Are you interested in 
any particular area?

USER BELIEF STATE:

attraction area: centre, attraction: 
type: entertainment

UTTERANCE BEING REWRITTEN:

Yeah, I'm looking for an 
entertainment place in the centre of 
town.

GENERATED MULTI-USER DIALOG:

U0: I want to go to the Epcot Center. 
U1: That sounds great.How much is it 
to get there? 
U0: It's only about $ 5.00 per 
person. 
U1: That's cheap for a lot of people. 
U0: Yeah, I think so. It's a good 
idea to do some shopping in the 
center.It'll be fun! 
U1: I'll take a taxi to get there.
It's only about 20 minutes walking 
and it's a nice evening. 
U0: Sounds good.Let's go! 
U1: Wait, I'm looking for an 
entertainment place in the centre of 
town.

D.6
DIALOG HISTORY:

NA

USER BELIEF STATE:

taxi departure maharajah 
tandoori restaurant 

UTTERANCE BEING REWRITTEN:

I'd like to book a taxi to 
depart from Maharajah 
Tandoori Restaurant.

GENERATED MULTI-USER 
DIALOG:

U0:I need to get a taxi. 
U1: It's unnecessary.You'll
be fine. 
U0: But I'm not a child. I 
have a business to attend 
to.Why should I waste time 
looking for a taxi when I 
can get it from the 
airport? 
U1: Because you're a grown-
up.That's your right. 
U0:I just can't help it.

Figure 2: Additional examples of multi-user task-oriented dialogs generated by our approach is shown here.



Figure 3: Snapshot of detailed instructions for our human evaluation template.

Figure 4: Snapshot of an example task for our human evaluation template with annotations


