A Proof

As well we know, the the mutual information (MI)
of X and Y is defined as

I(X;Y)=H(X)-H(X|Y)
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where H (-) denotes the entropy.
Obviously, we can get
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Then, we can compare the MI of using the feasible
latent reference information and not as follows
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where we can observe the MI is enhanced.
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