A Issues in the outlier identification
script by Camacho-Collados and
Navigli

The evaluation script released with the 8-8-8
dataset (Camacho-Collados and Navigli, 2016) has
a problematic way of handling words not present in
the vector space (out-of-vocabulary words, OOV).
If a word does not exist in the vector space, then it
is assigned the zero vector. This decision results in
an issue when the outlier is OOV. The script sets
the OP of the outlier to |[W| — 1, which means that
the OP score is equal to a correct identification of
the outlier. This behavior improves the OPP and
Accuracy, while it should reduce it.

This error is a consequence of the concrete im-
plementation choice of adding the outlier’s com-
pactness score as the last of the nine words into
the dictionary storing them. The code then sorts
(stable) based on the compactness score (which is
zero for all words), where nothing will change, and
the outlier will stay at position |W| — 1.

In our evaluation, we avoid this issue by ensur-
ing that all words are present in the vector space
for all test cases. We release the corrected version
of the script together with our data.

B Syntactic ambiguity and multi-word
tokens in datasets

As the syntactic outlier identification task relies on
clustering words with the same POS tag, we only
use words with a single POS tag. This decision
introduces a problem when creating the German
25-8-8-Syn, as there is no lexical difference be-
tween German adjectives and the corresponding
adverbs. In contrast, in English and Italian, a suf-
fix marks the modification of an adjective into an
adverb. Since in German, all adjectives can also
serve as adverbs, the German versions of the adjec-
tive tests have two parts of speech: adjective and
adverb. We, therefore, make sure the outliers do
not contain adverbs. This decision does not have
an influence on the adverb categories as adverbs
are not necessarily adjectives.

Italian constructs comparative adjectives by pre-
ceding the adjective by a modifier followed by the
adjective (e.g., veloce becomes piut veloce), mak-
ing the word a multi-token word. The multi-token
words are not a problem for our comparative adja-
cency categories, as the comparative is a constant
added in all cases.

C Experimental Setup

For reproduction, we use the same hyper-
parameters as Camacho-Collados and Navigli: di-
mensionality 300, minimum frequency 5, skip-
gram based models (skip-gram, word2vecf,
word2vecf+)” have negative sampling 15. To study
the effect of the window size hyper-parameter, we
trained models with window sizes of two, five, and
10, where applicable. We set the rest of the param-
eters to their default values. Each result presented
is the mean of 10 training runs; we also provide
variance information.

D 3CosMul evaluation

We use 3CosAdd to evaluate word analogies,
where the vector offset of pair (a,a*) and b com-
bine to produce a vector b* such that the pair (b, b*)
is analogous. In other words, the answer to the
analogy us the result of optimizing:

argmax(cos(b*,b) — cos(b*,b) + cos(b*,a™))
b*eV

As shown by Levy and Goldberg (2014b), cer-
tain aspects of vectors may dominate in the simi-
larity measure, i.e., a king is more royal than mas-
culine, causing the royalty aspect to dominate in
the similarity measure. Levy and Goldberg there-
fore propose 3CosMul as a better alternative to
3CosAdd, which instead optimizes:

cos(b*,b) - cos(b*, a*)
( )

cos(b*,a) + €

argmax
b*eV

Where € = 0.001 and is used to prevent division
by 0.

Table 5 shows the results of evaluating the word
analogy task using both 3CosAdd and 3CosMul.
As can be seen, every model scores higher when us-
ing 3CosMul rather than 3CosAdd. However, other
than SG 2 passing SG 5 by a small margin, the rank-
ing between the models stay the same, indicating
that 3CosMul is a superior function for computing
word analogies. However replacing 3CosAdd with
3CosMul in the evaluation in the main body of the
paper does not provide any insights into the quality
of the vector spaces since its effects are limited
exclusively to solving the analogy task.

"We use word2vec from https://code.google.
com/archive/p/word2vec/source/default/
source and word2vecf from https://bitbucket.
org/yoavgo/word2vecf/src/default/



CBOW?2 | CBOWS5 | CBOW 10 | SG2 SG 5 SG 10 | W2VF | W2VF+
3CosAdd | 0.2755 0.2753 0.2795 0.3533 | 0.3539 | 0.3521 | 0.3139 | 0.3401
3CosMul | 0.2895 0.2873 0.2906 0.3681 | 0.3675 | 0.3637 | 0.3235 | 0.3526

Table 5: Results from running the UMBC trained models with the 3CosMul script provided by Levy et al. (2015).

E Detailed word analogy results

As explained by Gladkova et al. (2016), the dataset
provided for the analogy task is unbalanced across
different types of relations. Therefore, Gladkova
et al. suggest including performance results on the
individual categories to provide an understanding
of performance on the various categories and not
only the total, aggregate, performance. Based on
this suggestion, we have included the results for
each category in Tables 6 to 9.
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. . 2508 | 4362 | 50.12 | 7820 | 83.06 82.41 2036 | 6235
capital-common-countries | % 1 | L 0gg | 4£038 | +151 | +£044 | £ L1 | £203 | + 180
. 777 1440 | 2319 | 5664 | 69.12 7418 518 2730
capital-world 4£005 | £0.14 | £007 | £018 | £012 | +1.03 | £009 | +042

241 704 123 949 181 13.88 131 249
currency +005 | £012 | £010 | £014 | £012 | £035 | £003 | +002
o 6.81 10.35 1853 | 6154 | 6650 67.74 736 3171
city-in-state 4011 | 4038 | £021 | £511 | 052 | +323 | £029 | +1.25
family 2994 | 5008 | 5437 | 8579 | 86.60 §5.00 7451 71.50
+071 | £088 | £1.08 | £093 | £068 | £132 | £146 | £038

adiective-to-adverh 10.58 15.11 1963 | 2272 | 2572 30.52 804 13.75
) 4009 | £015 | £0.17 | £0.13 | £036 | £057 | £092 | +o0.12

. 33.64 | 3286 | 3387 | 4003 | 4001 20.02 211 44.04
opposite +025 | £047 | £020 | £047 | £062 | +£190 | £1.11 | £020
- 8926 | 8644 | 8483 | 9294 | 9282 90.58 90.65 | 93.57
comparative 4013 | £023 | £056 | £0.10 | £021 | £272 | £048 | £0.14
. 5930 | 5552 | 5546 | 9077 | 85.19 82.01 6884 | 79.26
superlative 4044 | £030 | £057 | £028 | £050 | +£593 | +084 | 082
" 6575 | 6605 | 6553 | 7677 | 7543 77.73 63.11 76.00
present-participle 4029 | 4046 | +043 | £032 | £065 | +£1.52 | £283 | +£037
o 3000 | 40.01 | 4736 | 66.17 | 7667 30.66 591 1857
nationality-adjective +031 | +£045 | 4061 | £107 | 4027 | +040 | +£008 | +035
3639 | 4673 | 4549 | 5607 | 5559 5458 5826 | 64.02

past-tense +009 | +£054 | £032 | £044 | £0.19 | +036 | +037 | +031
plural 6766 | 6732 | 6934 | 8219 | 83.08 82.67 7631 79.64
4018 | £053 | £033 | £062 | £035 | £058 | £093 | +044

plural-verbs 5873 | 5785 | 5863 | 7938 | 7493 6533 8596 | $7.13
4033 | £097 | £037 | £051 | £1.17 | £1090 | £087 | +0.54

Total semantic 1037 1596 | 2336 | 5629 | 64.59 67.59 939 30.63
4£005 | £006 | £005 | £058 | £0.13 | +£056 | £008 | £023

Total syntactic 5192 | 5301 | 5447 | 6872 | 6951 69.19 5475 | 6582
+003 | £004 | £006 | £007 | £007 | £080 | £0.16 | +0.03

Total Accuracy 33.06 | 3620 | 4035 | 6308 | 6728 68.46 3407 | 4985
+003 | £002 | £004 | £013 | £006 | £031 | £003 | £005

Table 6: Results from the different models trained on UMBC in the Word Analogy task.
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58.22 64.35 72.31 91.58 95.34 96.96 42.65 88.44
+ 147 + 0.45 +0.79 + 0.45 +0.39 + 0.59 + 5.64 + 0.77
29.29 44.28 65.49 84.55 89.81 91.54 11.25 61.33
+0.21 +0.36 +0.14 +0.19 +0.17 + 0.19 +0.32 =+ 0.68

capital-common-countries

capital-world

en 6.97 12.49 1549 | 1591 2065 | 20.68 3.83 756
currency +£022 | £033 | £026 | £006 | £043 | £0.19 | £0.03 | £0.11
757 1218 | 3079 | 6591 | 7135 | 7046 929 39.07

city-in-state £025 | £035 | £031 | +£071 | £045 | £0.19 | £027 | +085

75.32 75.41 72.67 80.71 80.44 80.16 71.76 69.43
+0.33 +0.58 + 1.06 + 131 + 1.01 +020 | £0.86 + 1.79
7.53 10.41 12.50 16.99 19.25 26.77 8.73 9.47
+ 0.09 +0.10 | +£0.05 +0.10 | £0.29 +1.02 | £0.25 +0.19
23.47 23.77 23.45 33.69 35.25 32.12 31.96 35.59

family

adjective-to-adverb

opposite 4020 | £030 | £023 | £125 | £052 | £034 | £067 | £025
. 70.15 69.04 | 70.11 8155 83.00 | 7957 | 7154 | 1992
comparative 4029 | 011 | £036 | £035 | £013 | £058 | £020 | £0.15
. 3162 | 3154 | 3066 | 5226 | 5277 | 4655 3940 | 5088
superlative

+ 0.62 + 0.08 +0.15 + 191 +1.13 + 0.57 +0.80 + 1.08
44.63 49.26 48.78 67.54 65.85 60.90 53.96 67.49
+ 0.36 +0.47 +0.33 +036 | +£050 | £1.45 + 1.17 +0.27
41.25 65.68 80.01 87.41 90.47 90.21 8.33 76.39
+0.04 | +0.53 +0.15 +0.27 =+ 0.06 +0.04 | +0.59 + 0.41
51.97 53.13 55.76 61.30 61.22 57.86 64.24 73.03
+0.12 + 0.22 +0.21 + 0.18 +0.60 | £0.79 +0.22 + 0.31
54.27 53.99 52.51 70.86 73.08 74.74 53.46 68.63
+0.72 + 0.28 +0.48 + 0.59 +0.75 + 0.49 + 0.48 +0.21
53.98 52.34 55.52 78.00 71.87 64.91 77.81 79.66
=+ 0.06 +0.27 +0.37 + 0.42 +0.18 +0.73 +0.30 + 0.47

25.34 35.17 51.75 72.84 77.70 78.42 15.22 51.90
=+ 0.09 +0.17 + 0.02 + 0.09 +0.14 + 0.04 +0.22 + 0.35
43.92 48.18 50.95 63.74 64.36 62.36 46.05 62.76
+ 0.03 + 0.06 + 0.02 + 0.09 + 0.04 =+ 0.09 + 0.03 + 0.03
35.49 42.28 51.32 67.87 70.41 69.65 32.06 57.83
+ 0.03 +0.02 £ 0.01 + 0.07 =+ 0.03 + 0.03 =+ 0.04 + 0.09

present-participle

nationality-adjective

past-tense

plural

plural-verbs

Total semantic

Total syntactic

Total Accuracy

Table 7: Results from the different models trained on English Wikipedia in the Word Analogy task.



Categories

CBOW ws 2
CBOW ws 5
CBOW ws 10
Skip-gram ws 2
Skip-gram ws 5
ISkip-gram ws 10
‘Word2VecF
Word2VecF+

46.68 59.31 63.40 86.42 91.90 93.24 13.12 52.71
+ 1.65 + 1.15 + 1.04 + 0.70 =+ 0.66 + 0.33 + 0.34 + 591
18.88 29.12 37.31 69.91 85.41 88.76 4.30 22.00
+0.21 +0.31 +0.19 + 042 +0.17 + 0.26 + 0.04 + 0.30

capital-common-countries

capital-world

en 297 515 6.88 707 1115 | 1122 039 1.08
currency +£006 | £026 | £022 | £031 | £027 | £030 | £0.01 | £0.05
714 6.00 6.64 3373 | 4523 | 4530 330 7.49

city-in-state +092 | £007 | £015 | £1.16 | £ 1.10 | +045 | £006 | +021

30.20 32.29 29.98 51.86 59.98 61.07 43.08 50.34

family +089 | £052 | £059 | £053 | £203 | £148 | £039 | £0.71
opposite 10.14 10.72 10.67 1040 | 1631 15.36 157 1353
£055 | £060 | £072 | £089 | £1.02 | £075 | £002 | £045

comparative 2977 | 3386 | 3380 | 5300 | 5445 | 5234 | 2200 | 5020
+082 | £051 | £044 | £057 | £085 | £088 | £029 | +082

superlative 151 184 2.09 730 6.67 549 763 559
£003 | £006 | £005 | £037 | £0.15 | £025 | £003 | £0.12

present.participle 0.77 0.94 082 .86 3.16 282 0.65 284
£002 | £009 | £003 | £007 | £0.12 | £008 | £001 | 0.10

152 16.95 1960 | 24.17 | 32.10 | 33.93 14 857

nationality-adjective £062 | £024 | £0.14 | +£016 | £0.10 | +£0.16 | £002 | +0.11

14.60 17.99 19.10 27.24 26.92 25.47 15.43 36.55
+0.30 | +0.37 +0.28 + 0.65 +0.24 + 0.41 +0.10 +0.34
10.51 10.72 12.98 31.79 36.67 44.24 12.33 13.89
+0.15 + 0.50 +0.29 + 0.96 + 1.12 +034 | +£049 + 0.39
38.89 40.96 38.27 58.00 60.40 59.69 36.84 54.28
+0.18 + 0.09 +020 | £0.89 +0.56 + 0.68 +0.29 +0.35

16.38 22.36 27.01 53.93 66.26 68.15 6.40 19.41
=+ 0.07 +0.11 +0.11 + 0.10 +0.29 =+ 0.08 £ 0.02 +0.17
15.28 17.70 18.40 28.45 31.63 32.15 12.30 24.49
=+ 0.06 + 0.07 + 0.04 + 0.05 + 0.08 + 0.03 + 0.03 =+ 0.06
15.83 20.04 22.71 41.21 48.98 50.19 9.33 21.95
=+ 0.05 + 0.07 + 0.02 + 0.05 + 0.07 + 0.02 £ 0.01 =+ 0.06

past-tense

plural

plural-verbs

Total semantic

Total syntactic

Total Accuracy

Table 8: Results from the different models trained on German Wikipedia in the Word Analogy task.
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, , 1314 | 1684 | 2022 | 6733 | 8381 | 88.36 7.63 26.17
capital-common-countries 4044 | £0.19 | £051 | £215 | £055 | 4067 | +040 | +242
X 336 557 713 3645 | 58.15 | 67.02 207 6.8
capital-world 4+006 | £003 | £007 | £042 | £0.02 | £0.13 | £001 | +0.13
T.09 221 2.99 3.56 704 9.92 032 148
currency +005 | £008 | £0.13 | £007 | £0.14 | +£0.18 | +001 +0.02
— 354 315 351 442 | 2555 | 3087 732 326
city-in-state 4003 | £008 | £0.10 | £028 | £050 | £077 | +001 | +0.17
) 6.05 737 1047 | 2538 | 3515 | 39.09 281 918
regione-capoluogo +039 | £053 | £130 | £236 | £131 | £214 | £011 | +146
amily 2532 | 2456 | 2272 | 6146 | 6567 | 6617 | 59.68 59.47
£047 | £084 | £092 | £132 | £205 | £048 | £126 | =+ 16l
diectivetoadverh 313 652 650 1045 | 1197 | 12.90 342 983
i 4£003 | 4010 | £0.19 | £022 | £056 | £023 | +£003 | +025
) 826 3589 6.00 237 | 1326 | 1453 333 1438
opposite +021 | £031 | £023 | £023 | £041 | £048 | £004 | £081
- 083 083 0.00 0.83 0.00 0.00 67 583
comparative +625 | £625 | £000 | £625 | £000 | £000 | £11.10 | =+ 14.57
) 2001 | 1650 | 1350 | 3065 | 2588 | 2020 vy} 19.46
superlative-(assoluto) £038 | +072 | £025 | £199 | £081 | +064 | +£002 | +049
— ) 7765 | 5282 | 5086 | 6423 | 6583 | 6200 | 41.90 6.59
present-participle-(gerundio) £182 | 4115 | £134 | +£146 | £097 | £061 | +£011 | +237
o 2020 | 3744 | 4832 | 6961 | 7772 | 8148 %5 2454
nationality-adjective £012 | £070 | £0.19 | +£043 | £033 | £030 | +£004 | +037
2260 | 2874 | 2922 | 4374 | 3896 | 33.18 17.35 3777
past-tense 4032 | 4023 | £049 | £053 | £079 | +074 | 4023 | +1.21
plural 835 1202 | 1515 | 2602 | 2071 | 3482 | 21.719 302
4011 | 4004 | £032 | £008 | £055 | +£099 | +027 | +0.99
Hural-verbs-Grd-person) 5377 | 5637 | 5971 | 80.17 | 8574 | 8465 | 7593 8427
P 3 +129 | £127 | £215 | £1.06 | £033 | £1.28 | +0.51 +3.22
plural-verbs-(Ist-person) 067 0.78 041 2.0 276 238 0.79 1,69
4004 | £005 | £006 | £007 | £009 | +0.19 | 4002 | +021
132 1.60 132 297 286 341 0.26 4
remote-past-verbs-(Ist-person) 4+056 | £063 | £050 | +044 | £041 | £047 | +£0.10 | +050
- e | 2398 | 3006 | 3234 | 5087 | 5424 | 5258 | 3140 3692
g 4034 | £115 | £1.06 | £066 | £3.10 | +1.05 | +048 | +1.77
noun-masculine-feminine-plural 614 201 558 | 2383 | 2869 | 2585 327 12.75
4065 | £072 | £071 | £262 | £1.07 | +148 | +025 | +1.34
Total semantic 338 511 657 | 2806 | 4401 | 5077 733 710
4£002 | 4002 | £003 | £0.13 | £007 | £0.17 | £001 | +007
Total syntactic 2142 | 2606 | 2806 | 4277 | 4498 | 4464 | 2138 3341
4£008 | £002 | £007 | £0.11 | £007 | £0.12 | £001 | +0.18
Total Accuracy 1352 | 1635 | 1810 | 3595 | 4453 | 4748 12.40 2121
4£003 | £002 | £002 | £006 | £002 | £009 | +£001 | +004

Table 9: Results from the different models trained on Italian Wikipedia in the Word Analogy task.



