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Overview
Current context of MT.
Understanding the Problem

Variables
MT engines and methodology.

Results
Relative ranking, quality, 
and post-editing evaluation.

iMpacT
Effects and use-cases.
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Understanding the Problem

Catalan context

Minoritized, stateless
language. Low-resource.

NMT Requirements

Huge computational power
(GPUs). Difficulty to find high-
quality corpora for low-resource 
languages.

Literacy

You have the corpora. 
Now, how is an MT 
engine trained?

Data Privacy

Confidential 
information may be 
at stake.
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What is the iMpacT of open-source MT 
for low-resource languages?

1. Which MT engine evaluated [Apertium, Softcatalà, Google] 
offers a higher translation quality?

2. Which MT engine evaluated offers a bigger productivity 
increase when introducing it into a translation workflow?

3. Can a free/open-source MT engine for a low-resource 
language beat the flagship MT engine for the English-Catalan 

language combination?

Proceedings of the 14th Conference of the Association for Machine Translation in the Americas 
October 6 - 9, 2020, Workshop on the Impact of Machine Translation

Page  49



Variables – MT Engines

Softcatalà TranslatorApertium Google Translate

• Flagship of commercial 
MT

• NMT from 2020

• Thousands of language 
combinations (including 

CA)

• Free/Open-Source 
RBMT engine

• Originally developed 
for close languages 

(e.g. ES-CA)

• Free/Open-Source 
EN<>CA NMT engine 

(OpenNMT)

• Trained with TMs 
from the Softcatalà 

project («in-domain»)
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Variables – Text

HomeAssistant.io

• Open-source smart home software (GitHub)

• Preparation of the text with Okapi Framework

• Segments chosen randomly for the creation of the samples 
to be evaluated
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Methodology – Human Evaluation 1

Relative Ranking
11 professional evaluators.

200 segments.
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Methodology – Human Evaluation 2
Adequacy & Fluency

11 professional evaluators.
100 segments.
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Methodology – Human Evaluation 3
Post-Editing Evaluation

6 evaluators (2 groups of study: professionals & volunteers).
2 texts of 100 segments.
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Post-Editing Evaluation (Explanation)

Text 1, 
Engine 1

Text 1,
Engine 2

Text 2,
Engine 1

Text 2,
Engine 2

Evaluator 1

Evaluator 2

Evaluator 3

Evaluator 4
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Results – MT Ranking

Proceedings of the 14th Conference of the Association for Machine Translation in the Americas 
October 6 - 9, 2020, Workshop on the Impact of Machine Translation

Page  56



Results – Fluency & Adequacy
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Results – Post-Editing Productivity 
(group of study 1: Softcatalà-Google)

Softcatalà Translator Google Translate

Median

3909.07

9.79

Median

4131.64

10.35

PE Time (s)

Edit Distance* (segment)

1-5 words 6-15 words 16 or >16 words

Median

8.15

9.41

Median

18.44

20.08

Median

34.08

33.67

PE Time (s) Softcatalà

Google

Edit

distance*

(seg.)

Softcatalà 5.34

12.22

11.53

9.31

9.79

11.20
Google

222.563 seconds of difference; 5.69% productivity increase
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Results – Post-Editing Productivity 
(group of study 2: Softcatalà-Apertium)

Softcatalà Translator Apertium

Median

1859.51

6.81

Median

3743.41

24.85

PE Time* (s)

Edit Distance* (segment)

1-5 words 6-15 words 16 or >16 words

Median

5.95

14.11

Median

14.18

28.64

Median

25.83

55.70

PE Time* 

(s)
Softcatalà

Apertium

Edit

distance*

(seg.)

Softcatalà 6.21

40.65

10.73

37.76

10.11

36.15
Apertium

1883.89 seconds of difference; 101.31 % productivity increase
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iMpacT and Effects

Normalisation
Low-resource 
languages gain 
presence on the 
Internet, society, etc.

Data Privacy
Confidential information 
is preserved.

Language Diversity
Avoid language shifts 

to predominant 
languages. And fosters 

language literacy.

Crisis Scenarios
Multilingual communication 

to reach everyone, e.g. COVID 
pandemic, natural disasters.
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CREDITS: This presentation template was created by Slidesgo, including 
icons by Flaticon, infographics & images by Freepik and illustrations by 

Stories

Thanks!
Do you have any questions?

Vicent Briva-Iglesias
D-REAL, Dublin City University

vicent.brivaiglesias2@mail.dcu.ie
@VicentBriva
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