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Abstract

The current study investigates approaches to
automatic metaphor identification, the compu-
tational task of identifying whether a word or
phrase in a portion of text is an instance of
metaphor. In addition to using the Skip-Gram
and Continuous Bag-of-Words algorithms for
word-level feature extraction, the Paragraph
Vector is utilized for obtaining sentence-level
distributional information, being an exten-
sion to these two algorithms for blocks of
text larger than the word level. With fea-
tures extracted using the above models, the
performance of several different neural net-
work systems are compared against a baseline
of logistic regression on the VU Amsterdam
Metaphor Corpus, with results showing a sig-
nificant improvement and high success rates
across the different models. This can be seen
as strong evidence for the necessity of using
state-of-the-art neural network architectures in
supervised metaphor identification, being able
to pick up on the various latent patterns pro-
vided by the vector space model.

1 Introduction

1.1 Background and Overview

The notion of metaphor is very important in lan-
guage, providing us a glimpse into the cognitive as-
pects of human linguistic knowledge. Being a fun-
damental element of our cognition, it allows us to
view one particular concept, often more abstract, in
terms of another more basic concept, making the
former much more accessible to our understanding
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(Lakoff and Johnson, 1980). Metaphor is ubiqui-
tous in arguably any language, appearing in more
subtle forms as in the case of conventional and
lexicalized metaphors, as well as very clear cases
including novel metaphors, especially within po-
etry. For example, the following four metaphors,
taken from Kovecses (2002), exemplify four dif-
ferent stages of the metaphor SOCIAL ORGANIZA-
TIONS ARE PLANTS:

1. “They had to prune the workforce.”
2. “Employers reaped enormous benefits from
cheap foreign labor.”

3. “He works for the local branch of the bank.”
4. “There is a flourishing black market in software
there.”

As mentioned by Croft and Cruse (2004), each of
the above metaphors are at different stages in their
life-cycle, with the first (1) being the most obvious
instance of metaphor, giving a strong sense of the
notion of the plant source domain, while the last (4)
being nearly unnoticeable to a native speaker, with
the word flourish having come into English around
the year 1300 from the French verb florir, having
meant ‘to blossom’ or ‘to bloom’.

The distinction between these different types of
metaphors is very important for automatic metaphor
detection, the computational task of identifying
whether a word or phrase in a piece of text is a
metaphor or not. Since many recent approaches
to computational metaphor processing have used
context-based features as input to the classification
task (Shutova et al., 2012; Jang et al., 2015; Jang
et al., 2016), the degree of success will largely be
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influenced by which part of the above life cycle the
metaphor is in. In other words, depending on the
degree to which the metaphor is conventionalized
in the language, it is expected to be far more diffi-
cult to detect using computational methods, since its
domain essentially becomes indistinguishable from
the rest of the context. In contrast, a metaphor such
as “boiling-hot anger” is far more salient and would
be expected to be easily detected by a context-based
metaphor classification system, since the source do-
main (TEMPERATURE) is very distinguishable from
the target domain (EMOTION).

In this study, the VU Amsterdam Metaphor Cor-
pus' is used as input to a supervised classification
task, using the notion of distributional semantic vec-
tor spaces and neural network architectures. It is ev-
ident that one of the most crucial elements in super-
vised metaphor classification is the set of features
that are used as input to the algorithm (Veale et al.,
2016). Throughout research in statistical metaphor
processing, a range of features have been looked
into, including more concrete information such as
semantic roles (Gedigian et al., 2006), domain-types
(Dunn, 2013), POS tags, and WordNet super-senses
(Hovy et al., 2013), as well as more abstract infor-
mation, such as features from Latent Dirichlet Al-
location (LDA) topic models (Blei et al., 2003) in
Beigman Klebanov et al. (2014) and Latent Seman-
tic Analysis (LSA) (Landauer and Dumais, 1997) in
Mohler et al. (2014).

The features used in the current set of experiments
for metaphor classification are obtained using the
log-linear skip-gram and continuous bag-of-words
(CBOW) models by Mikolov et al. (2013a), as well
as the two algorithms of the Paragraph Vector by
Le and Mikolov (2014). Using distributional infor-
mation from textual data, in this case the VU Am-
sterdam Metaphor Corpus, latent distributed vector
representations are obtained of each sentence from
the corpus. If a metaphor appears at least once in
the sentence, it is labeled with a ‘1’ as a positive
training example and consequently as a ‘0’ if the
sentence contains no metaphors. The prepared data
is then used as input to various classification algo-
rithms, including a variety of deep neural network

'Available at http://www.vismet.org/metcor/
search/

213

models (feedforward neural network and a bidirec-
tional LSTM with attention mechanism).

1.2 Motivation for Methodology

As mentioned above, contextual factors are very
relevant to the notion of metaphor. There will
inevitably be a semantic contrast between the
metaphorically used word and those around it, as can
be seen in the above four examples. For instance,
‘prune’ and ‘workforce’ in (1) would generally be
considered to have relatively distinct meanings, with
the former belonging to a domain of discourse re-
lated to plants, while the latter to social structures
and institutions. In addition, metaphor can be argued
to generally appear at semantic units larger than the
word level, with an expression such as ‘the economy
has fallen into a slump’, as a whole, representing the
mapping from the more abstract notion of economic
decline to the more concrete concept of physically
falling down.

Hence, the context-based features provided by the
skip-gram, CBOW, and Paragraph Vector algorithms
are able to accommodate for this need of includ-
ing contextual information when determining an in-
stance of metaphor, since it is spread out across the
vector space for each word and paragraph. In addi-
tion, by using a representation at the sentence level,
the larger contextual domain is taken into account,
with full metaphorical phrases such as the above
being represented in the system. The further use
of neural network classifiers allows to examine dif-
ferent combinations of the latent semantic qualities
depicted in each dimension of the word and sen-
tence embeddings, determining which are the most
effective in identifying the presence or absence of
a metaphor. Finally, the bidirectional LSTM fur-
ther accounts for temporal information, which is ar-
guably crucial in processing linguistic data due to
the sequential nature of language.

The obtained results show that the bLSTM mod-
els with an attention mechanism and word vector in-
put features are the most successful throughout, out-
performing the classifiers containing Paragraph Vec-
tor features. This can in part be explained by the
greater representational capabilities of these more
complex models, as well as the richer set of input
features, with a particular sentence represented as
multiple vectors, as opposed to only one.
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Figure 1: Metaphor Identification Pipeline

2 Data Description

The VU Amsterdam Metaphor Corpus (VUAMC)
(Steen et al., 2010) was created from a subset of
the British National Corpus, Baby edition, being
split into four separate sections: News, Fiction, Aca-
demic, and Conversation. Each of the four sections
has an average of 47,000 words, with five analysts
having manually annotated each word for whether
it is a metaphor or non-metaphor, using a procedure
derived from the Metaphor Identification Procedure
(MIP) (Pragglejaz Group, 2007). The procedure is
based on a set of criteria which the annotator must
follow in order to mark a particular lexical item as
being a metaphor, including whether it has a more
basic meaning in other contexts than the one it ap-
pears in, with ‘basic’ referring to being more con-
crete, less vague, historically older, and so forth.

In the corpus, apart from words counted as ‘non-
metaphor related’, metaphorical words themselves
were further subdivided into several different sub-
groups, collectively considered as ‘metaphor-related
words’” (MRWSs). These words were marked as
either being ‘literal’ or ‘metaphoric’ uses of the
metaphor-related word, with the former generally
having a metaphor signal present in the context.
A third type was the ‘implicit’ metaphor, which
does not have a clear source domain and is based
on substitution or ellipsis. Of the three types, the
‘metaphoric’ use was by far the most common, com-
prising the majority of the MRW class. In addition,
there were several metaphor sub-types that were an-
notated, including ‘PP’, being a possible personi-
fication, ‘Double’ metaphors, which contained for
instance both a conceptual metaphor and personi-
fication, as well as “WIDLII’, which were possi-
ble metaphor-related words, but either due to am-
biguous context or disagreement among the authors,
they were unable to be identified as metaphoric with
full certainty. Finally, some words were labeled as
metaphor signals, or ‘MFlags’, which acted as cues
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for the presence of a metaphor. These words were
often, but not always, what are linguistically ana-
lyzed as similes (Steen et al., 2010). An instance of
the different types of labeled words can be seen in
the following set of examples:

1. “On property, he is blunt.”
(Clear metaphor, metaphoric use)

2. “AtBattersea, Scott could not alter the basic de-
sign of the building and he much disliked the
‘upturned table’ appearance created by the four
corner chimneys.”

(Clear metaphor, literal use, with MFlag)

3. “The information technology revolution has
left large swaths of rural Britain untouched.”
(PP)

4. “Find a 1980 Toyota Corolla or 1982 Nissan
Sunny that has not succumbed to rust, and you
can buy with confidence.”

(Double)

5. “Auctions certainly speed up the house-buying
process. Once the hammer has fallen, the suc-
cessful bidder for a house must exchange con-
tracts immediately and pay a deposit.”

(WIDLII)

Within the current study, all ‘metaphor-related
words’ were considered as metaphors for input to
the various classifiers, with the rest labeled as non-
metaphors. This included words belonging to all
the different parts of speech, going beyond a sim-
ple analysis of verbs and nouns. The classification
task itself was done at the sentence-level, thus any
sentence that contains a word labeled as a metaphor
was altogether marked as a positive training exam-
ple. The sentences containing separate metaphor
and non-metaphor labels were then used as part of
the pipeline in preparing the training and test data
for the given binary classification task.
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Hyperparameter Paragraph Vector Word2Vec
Context Window 10 8

Learning Rate 0.025 (stable) 0.025 (decaying)
Dimension 300 300

Minimum Frequency Count 15 15

Negative Sampling 5 5

Table 1: Hyperparameters of the Paragraph Vector and Word2Vec Algorithms

3 Experiment

The full pipeline of the experiment can be seen in
Figure 1. First, the extracted corpus is preprocessed,
including stemming, stop word and punctuation re-
moval. The corpus is then used to build sentence-
level vector representations using the two Paragraph
Vector algorithms (PV-DM and PV-DBOW), while
the skip-gram and CBOW vectors are made using
a separate corpus of the first 1 billion words from
Wikipedia. Finally, various classifiers are trained
using the obtained embeddings, outlined below. To
properly test different hyperparameters, each classi-
fier was tested using stratified 10-fold cross valida-
tion, with the mean obtained for accuracy, precision,
recall and F-score for any parameters compared.

3.1 Preprocessing

As part of the preprocessing phase, the full cor-
pus data was stemmed using the Snowball Stemmer
(Porter, 2001). A short list of stop words was re-
moved, containing common words that arguably do
not regularly alternate for metaphor (the, a, an, and,
be, is, are, was, were, will). Additional preprocess-
ing steps included changing all letters to lowercase,
as well as substituting all number tokens with the
“#° sign and removing punctuation. Labels consisted
of 8220 positive and 7982 negative examples, be-
ing reasonably balanced for both metaphor and non-
metaphor classes.

3.2 Vectorization

The Word2Vec model by Mikolov et al. (2013a) con-
sists of two related algorithms, the continuous bag-
of-words model (CBOW), in which target words are
predicted from input context words within a certain
window size, as well as the log-linear skip-gram
model, which predicts context words from input tar-
get words. For the latter model, this is done by
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learning a set of parameters 6, given training words
w1y, wa, W3, ..., wr within a context window m, such
that the following probability is maximized:

T
IT II Pwe w0
t=1 —m<j<m
370
Converting this to a negative log-likelihood form,
the objective becomes to minimize the following:

T
—%Z Z log P(wi45 | we)

t=1 —m<j<m
70
The actual probabilities can be obtained using the
softmax function, with P(w¢; | wy) represented as:

exp(ubvr)

et exp(ubor)

where O is the output word index, I is the input
word index, V is the vocabulary size, and v; and
uo are the input and output vectors with indices of I
and O. For purposes of computational efficiency, the
model is trained using the notion of Negative Sam-
pling, introduced in Mikolov et al. (2013b).

Both the Distributed Memory Model of Paragraph
Vectors (PV-DM), as well as Distributed Bag of
Words version of the Paragraph Vector (PV-DBOW)
were used for the sentence-level vectorization pro-
cess. The former is analogous to the above CBOW
model for word vector representations, with an ad-
ditional ‘Paragraph Id’ included in the input of the
shallow neural network architecture, acting as the
topic of that paragraph by essentially representing
the missing information from that particular context.
Similarly, PV-DBOW is analogous to the skip-gram
model, with the Paragraph Vector used to predict
context words within a text window from that para-
graph. Unlike the Word2Vec representations, both
PV algorithms produce one vector for each sentence.

PO|1) =

32nd Pacific Asia Conference on Language, Information and Computation
Hong Kong, 1-3 December 2018
Copyright 2018 by the authors



PACLIC 32

Hyperparameter Feedforward NN bLSTM with Attention

Input Layer Size 300 89 time steps, 300 units each
Number of Hidden Layers 2 2

Hidden Layer Size 300 * 2 300, 600 (attention)

Output Layer Size 2 1

Dropout 60% 80% (Skip-Gram), 60% (CBOW)
Loss Function Binary Cross Entropy ~ Binary Cross Entropy
Optimization Algorithm Adam Adam

Epochs 50 5

Activation Function

ReLU, ReLU, Sigmoid Tanh, Softmax, Sigmoid

Table 2: Hyperparameters of Neural Network Classifiers

3.3 Classification Process

Having created feature representations for all sen-
tences in the corpus with the hyperparameters in
Table 1, these vectors were then used as input to
four different sets of classifiers: Logistic Regres-
sion (Cox, 1958) as a baseline, Support Vector Ma-
chine (SVM) (Cortes and Vapnik, 1995), Feedfor-
ward Neural Network, as well as the Long Short-
Term Memory Neural Network (LSTM) (Hochreiter
and Schmidhuber, 1997), specifically using a bidi-
rectional implementation (Graves and Schmidhuber,
2005) that contains a word-level attention mecha-
nism, based on the Hierarchical Attention Network
of Yang et al. (2016). The first three algorithms were
implemented with the PV-DM and PV-DBOW em-
bedding methods, while the fourth algorithm used
skip-gram and CBOW vectors.

For the bLSTM, the input layer of the network
consisted of 89 time steps, being the length of the
longest sentence in the corpus. Prior to input to
the bLSTM layer itself, each word went through an
embedding layer, in which it was transformed into
its corresponding 300-dimensional word vector. As
output, a 600-dimensional attention layer was in-
cluded prior to the final output, allowing the model
to learn what to focus on from a sequence overall,
based on a weighted combination of all the input
states to the layer. Specifically, o, the particular
‘importance’ of a word vector, is calculated through
the activation of the hidden layer for that word, u;,
and a learned context vector, u,,, input through a
softmax function. A sentence vector is then created
by summing these obtained representations:

wit = tanh(Wyhit + by)
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_ exp(u;uw)
> exp(ugy )

5; = E aithi
t

Specific parameters of the neural network models
can be seen in Table 2.

Overall, using a variety of different methods,
moving from less complex to more sophisticated ar-
chitectures, allows for a wide overview of the ef-
fectiveness of these different approaches, as well as
the degree to which the complexity of the algorithm
affects the final results in the metaphor identifica-
tion task. It is important to investigate the extent
to which the distributed embeddings are able to ab-
stract the notion of metaphor from the sentences, in
addition to how well the neural network classifiers
are able to distinguish and recognize this in those
features. Since metaphor can be seen as quite a com-
plex phenomenon, with varying degrees of lexical-
ization, granularity, as well as a variety of source
and target domains, one can hypothesize that clas-
sifiers using neural network architectures would be
able to discover a lot of subtleties that may not be
noticed by more basic models.

it

4 Results

The results of the classification task for the VUAMC
data can be seen in Table 3 for the PV-DBOW, PV-
DM and Word2Vec features, respectively. As ex-
pected, overall the neural network classifiers per-
formed better than the baseline of logistic regres-
sion. With logistic regression reaching an accu-
racy of 77.31 and an F-score of about 77.49, it is
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Model Classifier Accuracy Precision Recall F-Measure
PV-DBOW LR 77.31 (0.7583) 78.00 (0.8969) 76.98 (0.8443) 77.49 (0.7306)
SVM 79.08 (0.4882) 80.08 (0.5120) 78.25(1.291)  79.14 (0.6233)
FFNN 81.77 (0.5629) 79.66 (1.247)  86.11 (0.9775) 82.74 (0.3562)
PV-DM LR 76.89 (0.5514) 77.37 (0.9093) 77.00 (1.036)  77.17 (0.5253)
SVM 78.94 (0.8427) 79.43 (0.9937) 78.95(1.397)  79.18 (0.8716)
FFNN 78.82 (0.7195) 77.01 (1.057)  83.11(2.094)  79.92 (0.8144)
Skip-Gram bLSTM 83.73 (1.054)  81.77 (1.845) 87.70 (1.124)  84.61 (0.8290)
CBOW bLSTM 82.40 (1.066)  80.40 (1.354)  86.62 (0.9868) 83.39 (0.9355)

Table 3: Classification Results using Paragraph Vector and Word2Vec Features — Mean (Standard Deviation)

already clear that the PV-DBOW algorithm is pro-
viding effective features as input for classification.
Apart from the results of the feedforward neural
network, for logistic regression and SVM, preci-
sion was slightly lower than recall for both the PV-
DBOW and PV-DM input features. Especially for
PV-DBOW, recall significantly improved with the
feedforward neural network, resulting in the high-
est F-score (82.74) for this classifier out of the tests
run on the PV input features. This model also ob-
tained the highest accuracy at 81.77. SVM generally
had a performance in-between that of logistic regres-
sion and the feedforward neural network, obtaining
slightly higher results in accuracy and precision for
the PV-DM algorithm.

It is evident that the results of the PV-DM algo-
rithm are overall lower than that of PV-DBOW. With
the exception of the SVM reaching about the same
recall and F-score for the two algorithms, nearly all
other values are lower for PV-DM. Thus, PV-DBOW
can definitely be seen as more effective for the cur-
rent dataset, although this is somewhat unexpected,
given Le and Mikolov’s original results of PV-DM
performing consistently better. However, in compar-
ison with the IMDB dataset used by Le and Mikolov,
containing 100,000 movie reviews with several sen-
tences in each, the VUAMC is relatively smaller,
with approximately 16,000 sentences, meaning that
some difference in results would be expected.

Finally, the attention-based bLSTM with
Word2Vec features proved to be the most effective
out of all the classifiers, with features from the
skip-gram algorithm providing the best results of an
F-score of 84.61. It is evident that the addition of the
time step dimension, as well as the attention mecha-
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nism provide important information for classifying
metaphor at the sentence level. The network is able
to take into account each word individually, with
attention allowing it to learn specifically what to
focus on prior to the classification step. This results
in far more refined representational capabilities of
the model, since more information is taken into
account than with simply one vector corresponding
to one sentence, as in the case of the PV algorithms.

5 Discussion and Related Work

The above results support the original hypothesis
of neural network classifiers being more effective
at picking up on various latent aspects of the vec-
tor space model provided by the Paragraph Vector.
Although previous studies at word-level metaphor
identification have utilized the log-linear skip-gram
model of Mikolov et al. (2013a), including Shutova
etal. (2016) and Bulat et al. (2017), described below,
the procedure here is a novel attempt for metaphor
identification using neural network classification at
the sentence level, comparing the performance of
different architectures.

The following is a small sub-sample of previous
work that is relevant to the present study, with a
wider overview of other methods mentioned in sec-
tion 1.1. In Shutova et al. (2016), an F-measure of
79 was obtained using a combination of skip-gram
features and visual embeddings based on a given
phrase. The dataset used, taken from Mohammad
et al. (2016), was a set of 647 verb-noun pairs, an-
notated for metaphoricity. In addition, the same set
of experiments was done on another dataset from
Tsvetkov et al. (2014), consisting of 1768 anno-
tated adjective-noun pairs, obtaining an F-measure
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of 75. In Bulat et al. (2017), this same dataset from
Tsvetkov et al. (2014) was used to evaluate a sys-
tem based on representations created from property
norms, with an F-measure of 77.

Regarding experiments with a dataset and task
very similar to the current study, Dunn (2013) per-
formed a sentence-level metaphor classification on
the VUAMC using a variety of features for different
systems, such as domain type, semantic similarity
and abstractness, obtaining an F-score of 58.

Dunn et al. (2014) is a continuation on the previ-
ous study, also looking into sentence-level metaphor
detection in the VUAMC. The authors build a
language-independent model based on several algo-
rithms that are run in parallel, combining the final
result. A major part of the pipeline is the Category
Profile Overlap Classifier, in which source and tar-
get words are compared in terms of their category
information, using data from background corpora.
The degree of overlap between these categories is
measured among the words, with a low overlap sig-
nifying an instance of metaphor. The obtained result
on the VUAMC data containing all four registers is
an F-score of 70.3.

Finally, a shared task on automatic metaphor de-
tection was performed by several different teams
(Leong et al.,, 2018) with 8 papers prepared in
total from the task (Bizzoni and Ghanimifard,
2018; Leong et al., 2018; Mosolova et al., 2018;
Mykowiecka et al., 2018; Pramanick et al., 2018;
Skurniak et al., 2018; Stemle and Onysko, 2018;
Swarnkar and Singh, 2018; Wu et al., 2018). The
dataset utilized was the VUAMC, with word-level
metaphor detection carried out on two subsets of the
data. The first of these included words from all parts
of speech, while the second consisted of only classi-
fying verbs.

Two baselines were provided, one consisting of
lemmatized unigrams as input features, while the
other also containing WordNet semantic classes, in
addition to concreteness rating differences between
verbs and nouns, as well as adjectives and nouns.
Both baselines used logistic regression for the classi-
fication process. On the ‘all POS’ task, the baselines
reached an F-score of 0.573 and 0.600, respectively.
On the ‘verb only’ task, the first baseline achieved an
F-score of 0.581, while the second was 0.589. The
architectures prepared by the different teams over-
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all consisted of word embeddings with various neu-
ral network classification models. The highest F-
score achieved was 0.651 for the ‘all POS’ category
and 0.672 for the ‘verb only’ category, both by Wu
et al. (2018). This system used a combination of
Word2 Vec features with a CNN and bLSTM model,
including information such as POS tags.

Since the VUAMC is considered to be quite a
difficult dataset to achieve high results on due to
the large amount of lexicalized and conventional
metaphors (Veale et al., 2016), high performance
is expectedly more difficult to attain in comparison
with that of other datasets. The performance of the
neural network models in the current study can thus
be seen as a significant improvement in the overall
research on metaphor identification, increasing the
F-score from the previous study on the same task
and dataset (Dunn et al., 2014) from 70.3 to 84.61.

The high performance of the bLSTM model
shows the importance of including sequential infor-
mation in the metaphor detection task. This is un-
derstandable from the perspective of the necessity
of including contextual input for classification, since
LSTMs provide information not only about the re-
lation of words in close sequences, but long-term
interdependencies as well. Crucially, the attention
layer in the network allows to look inside the ac-
tual process of identification by the network and see
specifically which words are more informative for it
in each sentence. The added mechanism of bidirec-
tionality lets the network consider information from
both the beginning and end of an input sequence,
allowing to mimic the notion of the anticipation of
future context by a human interpreter.

Regarding some of the false predictions in the
classification process, one explanation stems from
varying judgments in what should be considered
as positive or negative examples in a manually-
annotated body of text. The concept of metaphor
can be seen as a non-discrete category, with arguably
no delineable boundary between the presence or ab-
sence of it in a particular environment, depending
rather on various factors outlined above, such as
concreteness, presence of a historically older and
more basic alternative meaning, and so on. Thus,
it is not always clear even for a human annotator,
meaning that some discrepancy between the man-
ual annotations and the automatic predictions would
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Figure 2: Heat Map from Attention bLSTM

be expected. For example, the sentence “Can’t get
no birthday money out of him!” was marked as
having a metaphor by most of the classifiers, even
though it is actually labeled as a non-metaphor in
the VUAMC. Although ‘out of” can be interpreted
here as being a metaphor, with a more concrete al-
ternative meaning denoting a change in the region
occupied by a physical trajectory, such as ‘out of
the room’, this was not marked as such by the an-
notators. With other similar examples present, this
is a notion that has to be considered when viewing
the classifier’s predictions, since varying views on
metaphoricity will be reflected in the classification
results, as they are in the manual annotation.

Other errors that occurred can be attributed to a
lack of context in the sentence for a full evalua-
tion of whether words are used metaphorically or
not. An example of such a sentence is “It blows
along the valley.” Here, without further context, the
word ‘blows’ may be analyzed as non-metaphoric,
since it seems to refer to wind. However, the pre-
vious sentence provides some essential context that
would be necessary for the identification of ‘blows’
as a metaphor, in which the word actually refers to
‘smoke from the factory’. Many such similar ex-
amples can further be found in the data, such as
“She bought it”, in which ‘bought’ was annotated
as a metaphor, but without further context could
have either the literal meaning of actually buying
something, or the metaphorical meaning of believ-
ing somebody.

Figure 2 shows an example heat map of the
weights from the attention layer. Blocks labeled
as ‘1’ represent words annotated for metaphoricity,
while blocks labeled as ‘0’ are non-metaphors. The
darker the color is for each block, the more signifi-
cant the weight for that particular word. It is evident
that the model is indeed paying attention to actual
instances of metaphor, as with words such as ‘aim’
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and ‘about’ having much higher weights than that
of many other words. In addition, occasionally the
model is noticing other elements as well, such as the
word ‘fear’, which is not annotated for metaphoric-
ity in this context. In this way, we are able to look
into the actual method of classification by the net-
work, obtaining a window into what is generally
considered to be a very enigmatic process. With
further investigation into the above patterns of the
attention model, it may be possible to get a sense
of the general information required for the task of
metaphor detection.

6 Conclusion

Using the above methods of classification utiliz-
ing neural networks with input features from the
PV-DM, PV-DBOW and especially Word2Vec algo-
rithms, it has been demonstrated that a deep learning
approach to metaphor identification produces very
promising results. Since the system is applicable to
new textual data, it is possible to use the trained clas-
sifiers on new materials as a practical application
for sentence-level metaphor detection, additionally
gaining insight into which part of each input sen-
tence is most important in the detection process.
Further work comparing the above classifiers with
other neural network architectures would be very
interesting, such as the use of Convolutional Neu-
ral Networks (CNNs) for classification, as in Kim
(2014), as well as other feedforward and recurrent
neural models. Furthermore, it would be valuable to
see how the above neural models are able to cope
with different types of features for metaphor, not
only those provided by the Paragraph Vector and
Word2Vec algorithms. This would include more
concrete features such as domain and semantic in-
formation, as well as latent features from other types
of models that make sentence-level dense vectors,
such as Skip-Thought Vectors (Kiros et al., 2015).
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