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Abstract

In this paper, I will focus on the event quan-
tification and free variable problems in se-
mantics for Minimalist Grammar formalism,
with which both Montagovian compositional
semantics and neo-Davidsonian event seman-
tics are compatible. In the literature, two oper-
ations of the formalism, MERGE and MOVE,
are considered to correspond to semantic op-
erations. MERGE corresponds to functional
application or predicate conjunction, whereas
MOVE determines a quantifier scope. In these
semantic frameworks for Minimalist Gram-
mar, however, the event quantification and
free variable problems remain unsolved. Here
I first propose a compositional event semantics
for a subset of the formalism without MOVE
and show that compositional event semantics
is a key to solving the event quantification
problem. Then, I extend the result to the for-
malism enriched with MOVE, and show that
it is unnecessary to add any free variables or
assignment functions.

1 Introduction

Minimalist Grammars (MGs), a grammar formal-
ism which first appeared in (Stabler, 1997), have
two operations, MERGE and MOVE'. The former
combines two expressions into another expression.
The latter extracts a subconstituent from a complex
expression and remerges them. MGs are compati-
ble with both Montagovian compositional semantics

'In this paper, I ignore the operation ADJOIN, which is
added to MGs in (Frey and Giértner, 2002; Hunter, 2010a,b),
and should be considered in further studies.

219

(Montague, 1976; Heim and Kratzer, 1998) and neo-
Davidsonian event semantics (Parsons, 1990; Lar-
son and Segal, 1995). In the literature, MERGE
corresponds to functional application in Montago-
vian compositional semantics (Kobele, 2006, 2012)
or predicate conjunction in neo-Davidsonian event
semantics (Hunter, 2010a,b), respectively, whereas
MOVE determines quantifier scope.

The previous studies (Hunter, 2010b; Kobele,
2006) assume the interaction between MOVE op-
eration and quantification, which requires seman-
tic expressions to contain free variables or assign-
ment functions. The problems we have to consider
here are the event quantification problem (Winter
and Zwarts, 2011), which remains unanswered in
(Hunter, 2010a), and the problem with free variables
(Kobele, 20006).

This paper contains the following sections. In sec-
tion 2, I introduce a tiny subset of MGs, and I will
take up Montagovian and neo-Davidsonian seman-
tic frameworks following (Hunter, 2010a). Then, in
section 3, I will show that MOVE-free MG intro-
duced in section 2 has the event quantification prob-
lem and I introduce a neo-Davidsonian logical form
invented by (Champollion, 2015), which is compat-
ible with pure functional application, showing that
this framework can solve the event quantification
problem. In section 4, I try to extend the proposal
to full MG, considering the relationship between de-
termination of quantifier scope and movement opera-
tion without adding any free variables or assignment
functions.



2 MOVE-free MGs

In this section, we will look at MOVE-free MG and
its semantics following (Hunter, 2010a). For the mo-
ment, we can ignore MOVE and its corresponding
semantic operation.

Let V be a finite set of phonological expressions
(or strings) containing the empty string € and B =
{c,d,n,v,...} be a set of selection features. B (se-
lectees) determines B_ = {=b | b € B} (selectors).
Let {:,::} be the set of expression markers. In the
following, we assume s,t € V*, ¢1,% € {:,:},
g,b,b; € Bfor0 <.

A MOVE-free MG G is a 4-tuple (V, B, Lex, v)
where Lez is a finite subset of V' x {::} x (B* x B).
Given G, the set of expressions Ezpr is a union
of the set of lexical expressions, namely, Lex and
a subset of V* x {:} x (B* x B). The latter ex-
pressions marked with ‘:* are called complex ex-
pressions. MERGE is an operation to derive a sen-
tence. It combines two expressions into a com-
plex expression by saturating =b with b. There are
two cases of MERGE: the complement merge case
(MERGE)) and the specifier merge case (MERGE3).
If the expression carrying =b is indicated by ‘::°,
then MERGE; is applied; otherwise, MERGE, is ap-
plied.

s:u=b1...=b,g ts1by

1

M st:=bs...=b,g MERGE,
Ss:=bi...=bng t$1by

2

2) ts:=ba...=b,g MERGE

A derivation is complete when the expression has the
distinguished feature v only. An example derivation
for Brutus stabbed Caesar is shown in Figure 1.

2.1 Semantics for the MOVE-free MG

Let us discuss semantics for a G next. The sentence
(3) has semantic representations as shown in (4).
Montagovian compositional semantics (henceforth
compositional semantics) yields the semantic repre-
sentation (4a). On the other hand, neo-Davidsonian
event semantics (henceforth event semantics) com-
poses a more complicated logical form (4b).

(3) Brutus stabbed Caesar
(4) a. stab(b)(c)

b. Je.stabbing(e) A stabbee(c)(e) A
stabber(b)(e)
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We here call Je an event quantifier. Note that this pa-
per uses e both as an event variable and as the type
for individuals. An event variable e has semantic
type v, whereas every individual has type e. Let S
be a set of semantic expressions (or semantic com-
ponents). In the following sections, strings and ex-
pression markers are omitted in derivations.

2.1.1 Compositional Semantics

In the compositional semantics, each lexical ex-
pression has a semantic component, as in the follow-
ing entries:

Brutus::d, b
%) Caesar:d, ¢
stabbed::=d =d v, Azy.stab(z)(y)

MERGE combines two semantic expressions. We
here suppose that MERGE involves functional appli-
cation of two semantic components. If P and () are
semantic components assigned to expressions, then
the general scheme involved in MERGE is as shown
in (6).
(6) =b1...=bng,P bl,Q

=b2...=bng, PQ
The truth condition for the semantic expression
comes from itself.

2.1.2 Event Semantics

Hunter (2010a) proposes an event semantic frame-
work incorporated into MOVE-free MG. In this
framework, each feature in a lexical item is anno-
tated with semantic constants, as in the following en-
tries:

Brutus::(d, b)
caesar::(d,c)
stabbed::(=d, stabbee) (=d, stabber)
(v, stabbing)

(N

We here call semantic expressions assigned to se-
lectees main predicates, which have type (v, t), and
those assigned to selectors thematic relations, which
have type (e, vt).

The general schema involved in MERGE opera-
tion is shown in (8)

(=b1,01)...(=by, 0r) (g, P) (b1, @)
<=b2’ 92>"'<=bna 0n> <97 P&el (Q)>

where P&R = Xe.P(e) A R(e). We here call this
compositional scheme predicate conjunction. If the

(®)




stabbed::=d =d v Caesar::.d

stabbed Caesar:=dv

MERGE;

Brutus stabbed Caesar:v

Brutus::d MERGE;

Figure 1: Derivation of Brutus stabbed Caesar

sentential expression denotes a predicate P, its type
is (v, t) and its truth condition is Je.[P(e)].

3 Event Quantification Problem

In this section, we will consider the event quantifica-
tion problem in semantics for GG. One of the incom-
patibilities between event semantics and composi-
tional semantics comes from the fact that quantifica-
tional arguments obligatorily take scope over event
quantifier, as suggested in (Fry, 2005). For exam-
ple, a sentence (9) has a reading in (10a), but not
(10b). In other words, since nobody is a quantifying
expression \k.—3z.k z, it cannot take scope under
the event quantifier.

(9) Nobody walked

(10) a. —3z.Je.walking(e) A walker(z)(e)

b. Je.—~Jz.walking(e) A walker(z)(e)

In the compositional scheme of (Hunter, 2010a),
however, quantifying determiner phrases merged
into a verb phrase must take scope under the event
quantifier. The question then arises: how can quan-
tifying expressions such as nobody take scope over
the event quantifier via the compositional scheme for
event semantics??

3.1 Compositional Event Semantics for
MOVE-free MG

To avoid the event quantification problem, we
here adopt the proposal in (Champollion, 2015) to
MOVE-free MG. First, the main predicates contain
an event quantifier and have a GQ type over events
(vt, t), rather than (v, t). This means that sentences
and verb phrases are assumed to take Ae. T to pro-
duce a proposition.

(11)  Paoing = Af-Fe.f(e) A doing(e)

Second, a separate semantic component for giving
thematic relations to an argument is assigned to each
selector feature.

%A solution in Abstract Categorial Grammar is illustrated in
(Winter and Zwarts, 2011).
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(12) 6 = A\MNf.[M(Mz.[N(Ne.[f(e) A
r(z)(e)))])]

Here, r is a thematic relation constant. The overall
semantic expressions assigned to each lexical item
are shown in Table 1.

Then, we can compose the argument and main
predicate via pure functional application without
giving rise to the event quantification problem.
MERGE checks features in two expressions, apply-
ing a semantic component assigned to the selector
feature to an argument.

(=b1,6e1)...(=bp, bn) (g, P) (b1, @)
(=b2, Or2)...(=by, Orn) (9, (Or1Q) P)

Here the arguments have GQ type (et,t). If the ar-
gument has only selectee feature, MERGE involves
functional application of the semantic component
0r1@Q to the main predicate P. For example, the logi-
cal form for the sentence (9) is derived in the follow-
ing way:

(13)

<=d7 9walker> <V7 P, walking) <d7 Qnobody>
<V, (ewalker Qnobody) P, walking>

(14)

where

Owalker =AM N f.[M (Ax.[N(Xe.[f(e)A
walker(z)(e)])])],
nobody =Ak.—m32.k 2,
Pyalking =\ f-3e. f(e) A walking(e),

and

(ewalker Qnobody) Pwalking =/\f.—E|Z.E|€.f(€)/\
walking(e)A
walker(z)(e).

When the sentential expression denotes a predicate
P, its truth condition is P(Xe. T).

In summary, I considered the event quantification
problem in MOVE-free MG. In the next section, |
will expand the proposed idea into full MG enriched
with MOVE.



Table 1: Examples of lexical expressions for a subset of MGs

Brutus::(d, \k.k b)
caesar::(d, Ak.kc)
everyone::(d, \k.Vx.k x)
someone::(d, \k.Jy.k y)
nobody::(d, \k.—3z.k z)
walked::(=d, A\M N f.[M
stabbed::(=d, \M' N f.[M (A\x.[N
(=d, AM N f.[M (\z.[N

4 Full MG and the Problem with Free
Variables

The question we have to consider next is a problem
with free variables. In the literature, MOVE oper-
ations in MGs require free variables or assignment
functions in a semantic system. But the semantic
components containing free variables or using as-
signment functions can cause some problems (Jacob-
son, 2015; Kobele, 2006). In this paper, however,
we will observe that compositional event framework
does not require any free variable or assignment
function for MOVE.

4.1 A Minimalist Grammar Enriched with
MOVE

Let ' = {o,q,...} be a set of licensing features,
where F' and B are disjoint sets. F' determines F, =
{+f | f € F'} (licensors) and F. = {-f | f € F'}
(licensees). Let Syn be the set of feature bundles
(B-U F,)* x B x (F.)*. We assume f € F,
¢ € (BDUF,)*,x € (BxF¥),9y € F* and
a;,fi € (V¥ x FF) for 0 < i. For instance,
+Fox, by € Syn.

A Minimalist Grammar G is a 5S-tuple
(V,B,F,Lex,c) where Lexr is a finite subset
of V' x {::} x Syn. Given G, the set of expres-
sions Ezpr is a union of Lex and a subset of
(V* x {:} x Syn) x (V* x F*)*. A complex ex-
pression can contain a sequence of subconstituents,
each of which is a tuple of sequences of strings
and licensees. There are two operations to derive a
sentence: MERGE and MOVE. Each operation is
defined in Figure 2.

MERGE; and MERGEj5 are essentially same as in
MOVE-free MG we discussed earlier, except that the
subconstituents can occur in each expression. The
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(Az.[N(Xe.[f(e) A walker(x)(e)])])]) (v, Af.Te.f(e) A walking(e))

(Ae.[f(e) A stabbee(z)(e)])])])
(Xe.[f(e) A stabber(z)(

2) (D)) (v, Af-Te. f(e) A stabbing(e))

nonfinal merge case (MERGE3) takes two expres-
sions into one expression with an additional subcon-
stituent, without concatenation of strings in expres-
sions. The last two cases of MERGE (MERGE, and
MERGEj5) realize covert movement. In these cases,
where a feature bundle contains a distinguished li-
censee feature -q, the way of concatenation of strings
is the same as MERGE; and MERGE;, leaving
a phonologically vacuous subconstituent for covert
movement®.

A specifier move case (MOVE) applies to an ex-
pression which contains a licensing feature +f and
a subconstituent with an unchecked feature -f and
concatenates two strings in one expression, whereas
a nonfinal move case (MOVEy) only checks their
features.

A derivation is complete when the expression has
the distinguished feature c only and involves no sub-
constituent. Additional examples of lexical expres-
sions are shown in Table 2.

4.2 Variable-Free Semantics for full MG

I may now proceed to semantics of full MG. In a sim-
ilar fashion to MOVE-free MG, a semantic compo-
nent is assigned to each selector =b and selectee (fol-
lowed by a sequence of licensees) x. No semantic
component is assigned to a licensor +f.

Additional lexical expressions for full MG include
complementizer heads such as the one shown in (15).

(15) e (=v, ANf.N f)(c, Xe.T)

They have no thematic relation. Instead, comple-
mentizer heads provide Ae. T to make the logical
form closed.

3Torr and Stabler (2016) have introduced essentially same
operations for Directional Minimalist Grammar.



s::=bopx ti1b, aq...aum,

s:=bopx, aq...am,

ts1b, B1...8n

MERGE
st:px, a1...auy, GE1

s31=box, a1...am,

t52bv), B1...5,

MERGE
ts: ox,a1...aB1...0n 2

St ¢X7 al'"am(ta ¢)ﬁlﬁn

s::=bpx ti1b-q,a1...ap,

MERGE,4

s:=boy, ay...am

MERGE;3 (where 1) # -q)

t51b-a, B1...n

st:ox, (57 -q)Oél...Oém

si+fox, a..i(t, - ...am

ts:(bXa Oél...Oém(E, _Q>Bl'--/6n

S:

MERGE;

+Fox, ar...ai(t, -F) ...

MOVE;
tS: X, Q1. Qi Qg1 .. Qi

MOVE,
S1OX, i (b, 1) Qg oty

pe(B.UF);x € (BXF*), e Fra;, B8, € (V*x F*)for0<;0 <m,n

Figure 2: Operation for MGs enriched with MOVE

Table 2: Additional examples of lexical expressions for full MG

everyone::(d -q, \k.Vz.k x)

someone::(d -q, \k.3x.k x)
man::(n, \y.man(y))
who::(d -0, Aky.k y)

.
)
2 VANEN £)(c, Ae.T)
{

The compositional scheme for full MG is as fol-
lows. MERGE3, MERGE, and MERGEs3; involve
functional application of an argument () and a se-
mantic component assigned to selector R, but not
a main predicate P. As a result, a moving subcon-
stituent has a semantic representation R ().

(=b, R)2(x,P), U1 (b1, Q) ¥

(x, P), U1 (g, RQ) Ty
Here, ® € ((B= x S) U (F; x {0}))* and ¥y, ¥5 €
(F* x (SU{0}))*. MOVE; checks licensing fea-
tures, obligatorily applying functional application if
a moving subconstituent contains a licensee -f.
(+f,0)@(x, P), ¥1(-f, Q) ¥2

o(x, PQ), V17
If a moving subconstituent contains a sequence of

licensee features, MOVEjy is applied. In this case,
functional application is optional.

(+F,0)2(x, P), V1 (-fh, Q) V2
D(x, P), ¥1(y, Q) ¥
(+F,0)@(x, P), U1 (-, Q) V2
O(x, PQ), ¥1(h, 0) Vs

(16)

(A7)

(18)

(19)

GHE
ex(=v, AN fW.(W N) f)(+o0
e:x{=v, ANV.V N)(+q, 0){v,

(})gD (=n, \hky.(hy) A (ky)){n,Xe.T)

Here 1 suppose P() = P. I now discuss compo-
sitional event semantics for MOVE, such as wh-
movement and Quantifier Raising.

42.1 Wh-Movement

In MG, a wh-phrase can move to the highest posi-
tion of the clause which it first merged. For example,
a nominal expression man who everyone stabbed is
supposed to have the following structure:

(20) man [ who [ everyone stabbed whe | ]
T |

Figure 3 shows the derivation of the expression man
who everyone stabbed. Before who is moved to its
surface position, phonetically null complementizer

is merged with the clause to form the nominal ex-

pression®.

*Since the semantic component of who has type (et, et), if O,
would have type ({et, t), ((vt,t), (vt,t))), functional applica-
tion of 0, with who causes type mismatch. Therefore, I suppose
Or has type ((et, ), ({vt,t), (vt,7))), where -y ranges over the
semantic types.

223



MERGE,
W) \iErGE,

MERGE;

man::

everyone::
(n, \y.man

) MERGE;
(d, \k.Vx.k )

who::
(d -0, \ky.ky

MOVE;

everyone stabbed:
(v, \f.¥z.3e.f(e) A stabbing(e) A stabber(z)(e)),

stabbed:
d, 95tahber> <V; I stabbing> s

(who, -0, AN fy.[N(Xe.[f(e) A stabbee(y)(e)])])

(

(who, -0, AN fy.[N(Xe.[f(e) A stabbee(y)(e)])])

d, 6stabber> <V7 P, stabbing>

stabbed::

man who everyone stabbed:

(n, \y.man(y) A Vz.Je.stabbing(e) A stabber(z)(e) A stabbee(y)(e))

d, 9stabbee> <

(

(13)
everyone stabbed:

n, Ahky.(hy) A (ky)) (n, \W.(W (A f.Vx.3e.f(e) A stabbing(e) A stabber(z)(e)))Xe.T),

who everyone stabbed:
n, \hky.(hy) A (ky))(n, \y.Vx.Je. A stabbing(e) A stabber(z)(e) A stabbee(y)(e))

(16)

Figure 3: Derivation of man who everyone stabbed

(who, -0, AN fy.[N (Xe.[f(e) A stabbee(y)(e)])])

n.,')\hk'y.(h y) A (ky)){n,Ae.T)

a7

(+o, ®><

(13) <

vV, AN fWW.(WN) f)(+o, B)(

(13) <

4.2.2 Quantifier Raising

Since (May, 1977), quantificational determiner
phrases such as everyone and someone are supposed
to be raised as if they were wh-phrases. This Quan-
tifier Raising (QR) is different from wh-movement
in terms of QR does not affect word order. More-
over, if a sentence contains more than one quanti-
fier, it can have semantic ambiguity due to QR. For
instance, the sentence (21) has two readings, surface
scope reading (22a) and inverse scope reading (22b).

(21) Someone stabbed everyone

(22) a. Jy.Vz.3Je.stabbing(e) A
stabbee(x)(e) A stabber(y)(e)

b. Vz.Jy.Je.stabbing(e) A
stabbee(z)(e) A stabber(y)(e)

In the proposed framework, both readings are deriv-
able with additional entries shown in (23).

everyone::(d -q, \k.Vx.k x)
(23) someone::(d -q, A\k.3x.k x)
e:x(=v, ANV.V N)(+q, 0) (v, 0)

Figure 4 shows the derivation of someone stabbed
everyone with inverse scope reading. Here I adopt
the QR analysis. All quantificational determiner
phrases covertly move to higher positions of the sen-
tence than the positions where the determiners are
merged, without changing word order. The proposed
idea is similar to the delta QP analysis in (Ikuta,
2015). In his analysis, a phonologically vacuous
head A has two features [+topic] and [+focus] to
invoke movement of arguments, such as QR and
topic/focus movement. Here I suppose that each
phonologically vacuous head carries a licensor fea-
ture +q only.

5 Comparison with Other Approaches

There are some previous works investigating MOVE
and semantic operation. The comparison of my pro-
posal with (Kobele, 2012; Hunter, 2010b) is summa-
rized in Table 3.

In (Hunter, 2010a), typical quantificational de-
terminer phrases like everyone do not actually ap-
pear. Hunter (2010b) proposes Insertion Minimal-
ist Grammar and a QR analysis which can solve the
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Table 3: Comparison of semantic frameworks for MGs
Event quantification problem Problem with free variable

(Kobele, 2012) (No event)
(Hunter, 2010b) Vv
My proposal v

event quantification problem. The problem with free
variables, however, still remains.

A proposal in (Kobele, 2012) gives an interest-
ing way to eliminate free variables in MG seman-
tics. This paper shows that a compositional scheme
(pure functional application) does not require any
free variable or assignment function in MG seman-
tics, due to just the event system which is not con-
sidered in (Kobele, 2012).

Besides those works on MGs, there are a few stud-
ies considering displacement operation and compo-
sitional semantics without free variables. Unger
(2010) provides a variable-free semantics for a gram-
mar formalism involving displacement operation
similar to MOVE. She assumes that there is no cor-
respondence between displacement and semantic op-
eration. In contrast, I argue that MOVE corresponds
to determination of a quantifier scope.

6 Conclusions

In this paper, I have illustrated a combination of
compositional semantics and event semantics in MG
formalism, showing that the compositional event se-
mantic framework is the key to solve the event quan-
tification problem. Moreover, I have given variable-
free semantics for MG enriched with MOVE within
the proposed scheme. This approach is different
from any other previous works.

There is room for reconsidering compositional
scheme and the semantic components to construct
a complex sentence. The most important limitation
lies in extraction from embedded clauses.

(24) a. Brutus saw a man who Caesar stabbed

b. Brutus saw a man who Longus thought
Caesar stabbed

In the case of (24a), the meaning of an relative clause
is derivable in the way I have shown in section 4.2.1.
In the case of (24b), however, who moves out of
two embedded clauses. If functional application of
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v
X
v

who to Longus thought Caesar stabbed is applied,
then the thematic relation assigned to who might take
the event variable associated with thought, not with
stabbed. One way that we can think of to solve
this puzzle is (i) successive-cyclic movement of who
to Caesar stabbed involving functional application,
and then (ii) employment of the thematic relation as-
signer for thought shown in (25), which is similar
to the lifted thematic relation assigner proposed in
(Champollion, 2015).

(25)  Othinkee = AW NV L.[W (Ae.[(V N)(No.|
f(0) A thinkee(e)(0)])])]

(i) allows the semantic components for who to take
the event variable associated with stabbed, not with
thought. Then, inverse scope between two embed-
ded clauses is derivable due to (ii) and the following
lexical expressions.
who::(d -0 -0, A\ky.k y)

e:(=v, ANU.U N)(+o0, D) {d, ()

e:(=v, AN f.(N f) Xe.T)(+o, )

(=n, \hky.(hy) A (ky))(n,Xo.T)

However, there is a more complicated puzzle shown
in (27) which is unsolvable with (i) and (ii).

(26)

(27) Brutus met a man who everyone thought no-
body stabbed

Though everyone must take scope over nobody, this
solution requires only inverse scope reading.

In conclusion, the current study is unable to treat
some embedded clauses and quantifying expressions
properly. Clearly, however, there may be other pos-
sible explanation of a multiple embedded clause.
Additional works on the compositional event seman-
tics would be helpful to solve this problem. This ap-
proach has the potential to account more semantic
descriptions than those I have shown in this paper.
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