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Abstract

Symmetrization of word alignments is the fun-
damental issue in statistical machine trans-
lation (SMT). In this paper, we describe
an novel reformulation of Hierarchical Sub-
sentential Alignment (HSSA) method using
F-measure. Starting with a soft alignment
matrix, we use the F-measure to recursively
split the matrix into two soft alignment sub-
matrices. A direction is chosen as the same
time on the basis of Inversion Transduction
Grammar (ITG). In other words, our method
simplifies the processing of word alignment
as recursive segmentation in a bipartite graph,
which is simple and easy to implement. It
can be considered as an alternative of grow-
diag-final-and heuristic. We show its applica-
tion on phrase-based SMT systems combined
with the state-of-the-art approaches. In addi-
tion, by feeding with word-to-word associa-
tions, it also can be a real-time word aligner.
Our experiments show that, given a reliable
lexicon translation table, this simple method
can yield comparable results with state-of-the-
art approaches.

1 Introduction

Since most of state-of-the-art Statistical Machine
Translation (SMT) approaches require word-to-
word aligned data on a parallel corpus, word align-
ment is a fundamental issue to perform this task
rapidly. In order to extract translation fragments
for various purposes, e.g., word pairs (Brown et
al., 1988), phrase pairs (Koehn et al., 2003), hierar-
chical rules (Chiang, 2005), tree-to-tree correspon-

dences (Zhang et al., 2007), reliable and accurate
word aligners are essential.

There exist several problems in state-of-the-art
methods for word alignment. Present word align-
ment approaches are usually based on IBM mod-
els (Brown et al., 1993), which parameters are es-
timated using the Expectation-Maximization (EM)
algorithm. Sometimes, they are augmented with an
HMM-based model (Vogel et al., 1996). Since IBM
Models is the restriction to one-to-many alignments,
some multi-word units cannot be correctly aligned.
It is necessary to train models in both directions, and
merge the outcome of mono-directional alignments
using some symmetrization methods can overcome
this deficiency to some degree.

It results, even using the standard open source tool
aligner, called GIZA++1 (Och, 2003), which consist
of the widely used IBM models and their extensions,
still will spend lots of time to obtain word align-
ments. A recent development of word alignment
approach fast align2 (Dyer et al., 2013), based
on the variation of the IBM model 2, has been re-
ported faster than baseline GIZA++ but with compa-
rable results. However, both mentioned approaches
generate asymmetric alignments. In order to obtain
the symmetrical word alignments, these approaches
symmetrize the alignments in both forward and re-
verse directions using a symmetrization heuristic
called grow-diag-final-and (Och, 2003). Starting
with the intersection alignment points that occur in
both of the two directional alignments, grow-diag-
final-and expands the alignment in the union of

1http://www.statmt.org/moses/giza/GIZA++.html
2https://github.com/clab/fast align
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the alignment in either of the two directional align-
ments. Although it has been shown to be most ef-
fective for phrase extraction for phrased-based SMT
(Wu and Wang, 2007), there lacks a principled ex-
planation.

Recently, development in mining large parallel
patent or document collections increase the needs
in fast methods for word alignment. Besides, in
the real scenario of Computer Assisted Translation
(CAT) (Kay, 1997), in conjunction with SMT system
(Farajian et al., 2014) for translation or post-editing
(reference) (Guerberof, 2009), real-time word align-
ment methods become necessary.

In this paper, we propose a novel method based
on the use of F-measure for symmetrization of word
alignment, at the same time which can be regarded
as an real-time word alignment approach. We jus-
tify this approach with mathematical principles. The
paper is organized as follows: in Section 2, we dis-
cuss the motivation. In Section 3, we summarize
the related work like Viterbi alignment and inver-
sion transduction grammar. In Section 4, we formu-
late our method and give a mathematical justifica-
tion. The Section 5 reports experiments and results.
Finally, we give some conclusion and points for the
future research.

2 Motivation

There exist several purposes that drive us to intro-
duce such a new method which differs the previous
approach. Absolutely, time cost is the first our con-
sideration. Consider the case when huge parallel
documents are handed to the computer. It will be
a very interesting question that how to align these
parallel sentences in a large number of documents
while have spent the minimal time. Nowadays, since
most of the public available word aligners are based
on EM algorithm in order to get the global optimal
alignments, the real-time cost of the processing of
word alignment can not be estimated.

Another realistic problem is, in the most real sit-
uation of machine translation task, a bilingual lex-
icon dictionary even longer phrase translation frag-
ments table is given or available, while reusing the
pre-built knowledge base, rather than aligning data
using some machine learning technique to guess the
probable Viterbi alignment again, is a more advis-

able solution to employ a real-time aligner to align
words automatically.

There are also some drawbacks of the previous
approach likes IBM models and their variations. All
these models are based on restricted alignments in
the sense that a source word can be aligned to at
most one target word. This constraint is necessary
to reduce the computational complexity of the mod-
els, but it makes it impossible to align phrase in the
target language (English) such as “a car” to a sin-
gle word in the source language (Japanese/Chinese)
“車/车”. Beside, a variation of IBM model 2 was
used in fast align. It introduces a “tension” to
model the overall accordance of word orders, but it
has proved by (Ding et al., 2015) that it performs
not well when applied to the very distinct language
pairs, e.g., English and Japanese.

3 Related Work

3.1 Viterbi alignment and symmetrization
The basic idea of the previous approaches is to de-
velop a model treating the word alignment as a hid-
den variables (Och, 2003), by applying some sta-
tistical estimation theory to obtain the most possi-
ble/Viterbi alignments. The problem of translation
can be defined as:

Pr(fJ
1 |eI1) =

∑
aJ1

Pr(fJ
1 , a

J
1 |eI1) (1)

Here we use the symbol Pr(·) to denote general
probability distributions. aJ1 is a “hidden” alignment
which is mapping from a source position j to a tar-
get position aj . It is always possible to find a best
alignment by maximizing the likelihood on the given
parallel training corpus.

âJ1 = argmaxaJ1Pr(fJ
1 , a

J
1 |eI1) (2)

Since Viterbi alignment model is based on condi-
tional probabilities, it only returns one directional
alignment in each direction (F → E and vice-
versa). In other words, this process is asymmetric.
The complementary part of Viterbi alignment model
before phrase extraction is grow-diag-final-and, in
which the symmetrical word alignments are gener-
ated using simple growing heuristics. Given two sets
of alignments âJ1 and b̂J1 , in order to increase the
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Figure 1: Alignments representations using ITG and bi-
partite graph. None of the structure contains cycles. The
Japanese phrase 備中 国 に 生まれ means born in bic-
chu province in English.

quality of the alignments, they combine âJ1 and b̂J1
into one alignment matrix A using grow-diag-final-
and algorithm.

A widely used approach to get word alignments is
estimating the alignment using IBM models because
word alignments are the by-production of estimating
lexicon translation probabilities. However, this gen-
erative story looks like a “chicken or the egg” prob-
lem. On the one hand, given alignments with proba-
bilities it is possible to compute translation probabil-
ities. On the other hand, if knowing which words are
a probable translation of another one makes it possi-
ble to guess which alignment is probable and which
one is improbable.

3.2 ITG-based word alignment
Since the search space of word alignment will grow
exponentially with the length of source and target
sentences (Brown et al., 1993), Wu (1997) pro-
posed an approach to constraining the search space
for word alignment, namely inversion transduction
grammars (ITG). Generally, ITG is a family of
grammars in which the right part of the rule is ei-
ther two non-terminals or a terminal sequence. ITG
is a special case of synchronous context-free gram-
mar, also called Bracketing Transduction Grammar
(BTG). There are three simple generation rules, S
(straight), I (inverted) and terminal (T ).

S : γ → [XY ] (3)

I : γ →< XY > (4)

T : γ → w = (s, t) (5)

The algorithm used by (Wu, 1997) synchronously
parses the source and the target sentence to build

a synchronous parse tree. This ITG tree indicates
the same underlying structure but the ordering of
constituents may be different. Due to its simplicity
and effectiveness of modelling bilingual correspon-
dence, ITG can be used to model the bilingual sen-
tences in very distinct ordering. In fact, an ITG-style
Tree is a bitree consists of one tree in the source side
and another tree in the target side (see Figure 1.a),
here, two trees are compressed as a single tree. Be-
sides, an ITG-style Tree is also able to be displayed
in a soft alignment matrix (see Figure 2) with the
representation of bipartite graph (see Figure 1.b) .

3.3 Hierarchical sub-sentential alignment

Hierarchical sub-sentential alignment (HSSA) is
yet another alignment approach, introduced by
(Lardilleux et al., 2012). This method does not
rely on the EM algorithm as other alignment mod-
els. With a recursive binary segmentation process of
searching the segment point in a soft alignment ma-
trix (as Figure 2) between a source sentence and its
corresponding target sentence, this approach aims to
minimize Ncut score (Zha et al., 2001), which can
yield acceptable and accurate 1-to-many or many-
to-1 word alignments.

In order to build soft alignment matrices be-
fore the step of aligning words, Lardilleux et al.
(2012) employed Anymalign3 to obtain the pre-
pared translation table of lexicon translation prob-
abilities. Since the training times and the quality of
translation table changed considerably depending on
the timeouts for Anymalign, an easy and fair com-
parison to state-of-the-art approaches is difficult.

Given the grey-scale graph of soft alignment, Hi-
erarchical Sub-sentential Alignment (hereafter re-
ferred to as HSSA) approach takes all cells in the
soft alignment matrix into consideration and seeks
the precise criterion for a good partition same as im-
age segmentation. It makes use of a popular modern
clustering algorithm called normalized cuts (Zha et
al., 2001; Shi and Malik, 2000), i.e., spectral cluster-
ing, or Ncut for short, to binary segment the matrix
recursively.

In the following section, we will refine the pro-
posal of hierarchical sub-sentential alignment. We
will not use the notion of Ncut, so as to give a sim-

3https://anymalign.limsi.fr/
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Figure 2: Translation strengths on a logarithmic scale in a English-Japanese sentence pair matrix as a grey graph.

ple and convincing justification using F-measure for
this symmetrical word alignment approach.

4 Proposed Method

4.1 Soft alignment matrices

We propose to regard the alignment associations be-
tween a source sentence S and a target word T as
a contingency matrix (Matusov et al., 2004; Moore,
2005) as in Figure 2, noted as M(I, J), in which I
is the length of source sentence in words and J for
target side. We define a function w which measur-
ing the strength of the translation link between any
source and target pair of words (si, tj). The sym-
metric alignment between word si and tj presents
a greyed cell (i, j) in this matrix. In this paper,
the score w(si, tj) is defined as the geometric mean
of the bidirectional lexical translation probabilities
p(si|tj) and p(tj |si). For a given sub-sentential
alignment A(X,Y ) ⊆ I × J , we define the weight
of this alignment W(X,Y) as the summation of asso-
ciation scores between each source and target words
of a block (X,Y ) in such a matrix.

W (X,Y ) =
∑
s∈X

∑
t∈Y

w(s, t) (6)

Since we have to calculate all cells in the block
(X,Y ), the time complexity here is in O(I × J).

4.2 Reformulation: from Ncut to F-measure
Ncut can be computed as the following formula
same as in (Zha et al., 2001), :

Ncut(X,Y ) = cut(X ,Y )

cut(X ,Y )+2×W (X ,Y )
+ cut(X ,Y )

cut(X ,Y )+2×W (X ,Y )

cut(X,Y ) = W (X,Y ) +W (X,Y ) (7)

Actually, minimizing Ncut(X,Y ) is equivalent
to maximizing the arithmetic mean of the F-measure
(also called F-score) of X relatively to Y and X̄ rel-
atively to Ȳ . It can be derived as following. In gen-
eral, F1-measure (Kim et al., 1999) of block (X,Y )
is defined as the harmonic mean of precision P and
recall R:

1

F1(X,Y )
=

1

2
× (

1

P (X,Y )
+

1

R(X,Y )
) (8)

To interpret sentence pair matrices as contingency
matrices, it suffices to read trans- lation strengths
as reflecting the contribution of a source word to a
target word and reciprocally. With this interpreta-
tion, the precision (P ) and the recall (R) for two
sub-parts of the source and the target sentences can
easily be expressed using the sum of all the transla-
tion strengths inside a block. These two measures
can thus be defined as following Equations.

P (X,Y ) =
W (X,Y )

W (X,Y ) +W (X,Y )
(9)

R(X,Y ) =
W (X,Y )

W (X,Y ) +W (X,Y )
(10)
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Now, it suffices to replace precision and recall by
their values in terms of cut to derive the following
formula.

1

F1(X,Y )
= 1

2
× (W (X ,Y )+W (X ,Y )

W (X ,Y )
+ W (X ,Y )+W (X ,Y )

W (X ,Y )
)

(11)

= 2×W (X ,Y )+W (X ,Y )+W (X ,Y )

2×W (X ,Y )
(12)

= 2×W (X ,Y )+cut(X ,Y )

2×W (X ,Y )
(13)

By using Equation 13 and Equation 7, for (X,Y ),
we obtain:

F1(X,Y )= 1− W (X ,Y )+W (X ,Y )

2×W (X ,Y )+W (X ,Y )+W (X ,Y )

(14)

= 1−Ncutleft(X,Y ) (15)

In a contingency matrix, where balanced F1-score
can be used regularly for binary classification, es-
pecially on the scenario of binary segmentation of
bilingual sentence pair under the ITG framework.
With this interpretation, for the straight case of ITG,
we can get the F1-score for the remaining block
(X,Y ) as,

F1(X,Y ) = 1−Ncutright(X,Y ) (16)

Absolutely, an equivalent way of writing is:

Ncut(X,Y ) = 2× [1− F1(X ,Y )+F1(X ,Y )
2 ] (17)

To summarize, minimizing Ncut equals finding
the best point with the maximum value in the ma-
trix of arithmetic means of F1-score. This in fact
makes sense intuitively if we look for the best possi-
ble way for parts of the source and target sentences
to correspond. These parts should cover one another
in both directions as much as possible, that is to say,
they should exhibit the best recall and precision at
the same time.

4.3 Reducing time complexity
In order to reduce the time complexity in calculate
the value of W(X ,Y ), we make use of a specialized
data structure for fast computation. For each given
sentence pair, a summed area table (SAT) was cre-
ated for fast calculating the summation of cells in the

corresponding soft alignment matrix M(I, J). The
preprocessing step is to build a new (I + 1, J + 1)
matrix M′, where each entry is the sum of the sub-
matrix to the upper-left of that entry. Any arbitrary
sub-matrix sum can be calculated by looking up and
mixing only 4 entries in the SAT.

Assume X,Y starts from point (i0, j0), where
X, X̄ and Y, Ȳ are splitting at i1 and j1 separately.
We have,

W (X,Y ) =
∑

i0 < i < i1
j0 < j < j1

w(i, j)

=M′(i1, j1)−M′(i0, j1)
−M′(i1, j0) +M′(i0, j0)

Time complexity here is reduced from O(I × J) to
O(1) when calculating the summation of cells in the
block of X,Y , and similar to the remaining. Due to
data sparsity, a simple Laplace smoothing was used
here to handle the unseen alignments with a very
small smoothing parameter α = 10−7.

5 Experiments

5.1 Alignment Experiments
We evaluate the performance of our proposed meth-
ods. We conduct the experiments on KFTT cor-
pus4, in which applied Japanese-to-English word
alignment. We report the performance of various
alignment approach in terms of precision, recall and
alignment error rate (AER) as (Och, 2003) defined.
The quality of an alignment A = {(j, aj)|aj > 0} is
then computed by appropriately redefined precision
and recall measures:

Recall =
|A ∩ S|
|S| , P recision =

|A ∩ P |
|P | , S ⊆ P

(18)
and the following alignment error rate:

AER(S, P ;A) = 1− |A ∩ S|+ |A ∩ P |
|A|+ |S| (19)

The details are shown in Table 1. Figure 3 plots
the average run-time of the currently available align-
ment approaches as a function of the number of in-
put English-French sentence pairs. The HSSA ap-
proach is far more efficient. In total, aligning the

4http://www.phontron.com/kftt/index.html
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# MatchRef Prec Rec AER
Ref 33,377
GIZA++ + GDFA 31,342 18,641 59.48 55.85 42.39
fast align + GDFA 25,368 14,076 55.49 42.17 52.08
GIZA++ + HSSA 43,257 15,209 35.16 45.57 60.31
fast align + HSSA 43,070 14,950 34.71 44.79 60.89

Table 1: Word alignments comparison on Japanese-English data in terms of matches number, precision, recall and
alignment error rate (AER). GDFA: an abbreviation of grow-diag-final-and. HSSA: an abbreviation of hierarchical
sub-sentential alignment.

fast_align  +  grow-diag-final-and

GIZA++  +  grow-diag-final-and

Figure 3: Comparison of alignments output by various tools. The test sentence pair is sampled from KFTT corpus. We
fed HSSA with the lexical translation table relying on the output of GIZA++. In this example, our proposed approach
(GIZA++ + HSSA) generates a better alignment than GIZA++ + GDFA or fast align + GDFA.
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Figure 4: Average word alignment run-time (in seconds)
as a function of the size of a corpus (in sentence pairs).
Remember that, given the lexical translation probabili-
ties, HSSA runs only in one iteration.

10K sentence pairs in the corpus completed in nearly
20 second with the HSSA approach but required
more time with the other EM-based approaches.

In Table 1, Precision of our proposed approach
are lower than baseline system, but Recall are bet-
ter than fast align + GDFA. However, it has
been proved (Fraser and Marcu, 2007; Ganchev et
al., 2008) that AER does not imply a better transla-
tion accuracy (see Table 3).

5.2 Translation Experiments

In this section, we first describe the data used in
our experiments. We then perform to extract the
lexical translation probabilities. Finally, we con-
duct translation experiments using both the baseline
system (GIZA++) and the system using HSSA ap-
proach combined with to show, given a reliable lex-
ical translation table for soft alignment matrix, the
effectiveness of our proposed integrated system. We
also investigate the time cost and the influence on
the SMT frameworks.

In order to evaluate the proposed method, we
conducted translation experiments on two corpora:
Europarl Corpus and KFTT corpus. For English-
Japanese (en-ja) and Japanese-English (ja-en), we
evaluated on the KFTT corpus. For English-Finnish
(en-fi), Spanish-Portuguese (es-pt) and English-
French (en-fr), we measure the translation metrics

Train Tune Test
Europarl v7 183K 1K 2K
KFTT 330K 1.2K 1.2K

Table 2: Statistics on the parallel corpus used in the ex-
periments (K=1,000 lines).

on Europarl Corpus v75. The baseline systems are
using GIZA++ to train as generally.

In our experiments, standard phrase-based statis-
tical machine translation systems were built by using
the Moses toolkit (Koehn et al., 2007), Minimum
Error Rate Training (Och, 2003), and the KenLM
language model (Heafield, 2011). Default training
pipeline for phrase-based SMT in is adopt with de-
fault distortion-limit 6. For the evaluation of ma-
chine translation quality, some standard automatic
evaluation metrics have been used, like BLEU (Pa-
pineni et al., 2002), NIST (Doddington, 2002) and
RIBES (Isozaki et al., 2010) in all experiments.
When compared with the baseline system (GIZA++
+ GDFA), there is no significant difference on the
final results of machine translation between using
the alignments output by the proposed approach and
GIZA++.

6 Conclusion

In this paper, we studied an ITG-based bilingual
word alignment method which recursively segments
the sentence pair on the basis of a soft alignment ma-
trix. There are several advantages in our proposed
method. Firstly, when combining the proposed
method with word association probabilities (lexical
translation table), it is more reasonable to obtain
symmetrical alignments using the proposed method
rather than grow-diag-final-and. In other words,
this method provides an alternative to grow-diag-
final-and for symmetrization of word alignments. It
achieves a similar speed compared to the simplest
IBM model 1. Second, HSSA points a new way to
real-time word alignment. For the tasks of process-
ing same domain document, HSSA makes it possi-
ble to reuse the pre-built crossing-language informa-
tion, likes bilingual lexical translation table. In our
experiment, it has demonstrated that our proposed
method achieves comparable accuracies compared

5http://www.statmt.org/europarl/
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Figure 5: Our proposed approach starts from alignment associations with some probabilities, which is different from
the standard phrase-based SMT pipeline.

BLEU NIST TER WER RIBES

en-fr

GIZA++ + GDFA 54.40 9.483 34.37 30.19 91.22
GIZA++ + HSSA 54.42 9.542 34.07 30.08 91.25
fast align + GDFA 54.10 9.438 34.63 30.45 91.14
fast align + HSSA 54.05† 9.417 34.72 30.58 91.11

es-pt

GIZA++ + GDFA 49.34 9.182 35.97 31.74 90.62
GIZA++ + HSSA 49.32 8.980 36.99 32.44 90.30
fast align + GDFA 49.70 92.06 35.46 31.30 90.79
fast align + HSSA 49.51 9.203 35.59 31.38 90.79

en-fi

GIZA++ + GDFA 36.61 6.608 47.08 41.36 87.03
GIZA++ + HSSA 35.15‡ 6.448 47.71 42.18 86.60
fast align + GDFA 36.11 6.669 46.69 41.29 87.01
fast align + HSSA 35.88† 6.492 47.32 41.69 86.75

en-ja

GIZA++ + GDFA 21.59 5.632 74.12 74.99 68.10
GIZA++ + HSSA 21.22 5.585 74.26 73.30 67.84
fast align + GDFA 20.80‡ 5.592 74.50 74.33 68.13
fast align + HSSA 21.23 5.590 74.35 75.48 68.01

ja-en

GIZA++ + GDFA 18.78 5.730 71.25 68.30 65.87
GIZA++ + HSSA 18.38 5.659 70.61 68.40 65.53
fast align + GDFA 18.23 5.628 71.26 68.01 65.25
fast align + HSSA 18.24 5.659 70.61 68.27 65.46

Table 3: Comparison of translation results using various configurations, GIZA++ or fast align with grow-diag-
final-and (GDFA) or hierarchical subsentential alignment (HSSA). Bold surfaces indicate the best BlEU score in each
group. No significant difference between directly GIZA++ + GDFA with our proposed method except en-fi. Statistical
significantly difference in BLEU score at ‡: p < 0.01 and †: p < 0.05 compared with GIZA++ + GDFA.
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with a state-of-the-art baseline. Finally, compared
with original HSSA, the advantages of our imple-
mentation includes well-formulated, shorter compu-
tation times spent, armed with smoothing technique.

For future work, we think of designing a beam-
search variation to make it possible to generate sev-
eral parsing derivations during recursive segmenta-
tion. This will allow us to investigate recombina-
tions of different derivations in order to obtain more
possible alignments.
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