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the conversation (Anderson and Keltner, 2002; Hi-
gashinaka et al., 2008). The topics in free conver-
sation are not fixed but could be changed by the
speakers at any time. To make the conversation nat-

Abstract

Dialog systems are generally categorized into
two types: task oriented and non task oriented

systems. Recently, the study of non task ori-
ented dialog systems or chat systems becomes
more important since robotic pets or nursing
care robots are paid much attention in our
daily life. In this paper, as a fundamental tech-
nigue in a chat system, we propose a method
to identify if a speaker displays sympathy in
his/her utterance. Our method is based on su-

ural and smooth, however, a non task oriented dia-
log system can not arbitrarily change the topics. It
is uncomfortable for the user if the system would
suddenly change the topic when the user wants to
continue to talk on the current topic, or if the sys-
tem would keep the same topic when the user is

bored and does not want to talk on the topic any
more. If the system fails to shift the topic at ap-

propriate time, the user may break the conversation.
The sympathy of the user is one of the useful clues to
guess good timing for changing the topic. If the user
shows the sympathy for the current topic, the sys-
tem should continue the conversation with the same
topic. On the other hand, if the user does not display

Dialog systems could be broadly divided into two_the sympathy, the system should provide other top-

categories. One is a task oriented dialog system. IS Therefore, it is essential for the chat system to
focuses on a specific task such as guidance on sigﬁHeSS the sympathy of the user.
seeing, hotel reservation or promotion of products, This paper proposes a method to automatically
and communicates with a user to achieve a goal @idge whether the user displays the sympathy in
the task. The other is a non task oriented dialog sybis/her utterance as a fundamental technique in a
tem or chat system. It does not suppose any spren task oriented dialog system. In this paper,
cific tasks but can handle a wide variety of topicsve define ‘sympathetic utterance’ as the utterance
to freely chat with the user. Most of the past rewhere the speaker expresses the sympathy or ap-
searches focus on task oriented dialog systems. jmoval especially when he/she replies to subjective
recent years, however, non task oriented dialog syatterance of the other participant. Note that the utter-
tems become more important since robotic pets @nce just showing agreement is not defined as sym-
nursing care robots are paid much attention (Libipathetic. Various kinds of clues could be applicable
and Libin, 2004). for identification of the sympathy, such as facial ex-
One of important characteristics in free converpressions, gesture or the contents of the utterance.
sation is sympathy of a speaker for the topics ifsince we focus on a text based chat system, our

pervised machine learning. New features are
proposed to train a classifier for identifying the
sympathy in user’s utterance. Results of our
experiments show that the proposed features
improve the F-measure by 3-4% over a base-
line.

1 Introduction
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method only considers the content and detects tlamce, the length of the utterance and so on.
user's sympathy in a transcript of the utterance. In To identify the dialog acts of the sentences in
addition to ordinary n-gram features, new featuremicroblogging, semantic category patterns were in-
for the sympathy identification are introduced. Theroduced as the feature of Support Vector Machine
effectiveness of our proposed features will be prove(EVM) classifier (Meguro et al., 2013). The words
via empirical evaluation. in the utterance were converted into their semantic
The remaining parts of this paper are organizedategories (or abstract concepts) using a thesaurus,
as follows. Section 2 discusses related work for ththen n-gram of not words but semantic categories is
sympathy identification. Section 3 presents our praised as the feature. Results of this study showed
posed method. Section 4 reports results of evalughat n-gram of the semantic categories was more ef-
tion experiments. Finally, Section 5 concludes théective than word n-gram.

paper. This study also applies supervised learning for au-
tomatic identification of the sympathy. Especially,
2 Related work we investigate what are the useful features to infer

) ] the sympathy in the utterance. Therefore, we fo-
A consuderablg ”“mk_’er of studies ha_lve b_een Mag&s on identification of the sympathy only, although
on an automatlc tagging of utte_rance ina dla!og COhany previous work handled the sympathy as one of
pus. That is, each uttg rance in the d|a_1log IS a_Utcfhe dialog acts. Several studies reported that charac
matically annotated with some useful 'nformat'or}eristics of the sympathy could be found in an ex-
such as dialog act_s. Herea_fter_we call it ‘dialog tag', esgjon at the end of the utterance (Itoh and Na
Sup_er\_nsed_ rnac_hme Iegrnmg IS often- used for aut‘g'ata, 2007; Huifang, 2009). In addition, there might
matic identification of _dlalog tags. Since the SYMpe more linguistic features indicating the sympathy
pathy of the speaker Is also regarded as a kind 8ff the speaker. The main contribution of the pa-

dlalog' tags, we !nt.roduce severgl rela}ted work _a'”ber is that new features for the sympathy identifica-
tomatically classifying utterance into dialog tags iN%ion are proposed through manual analysis of a free

cIud.lng the sympattly conversation corpus. Furthermore, the effectiveness
Xioa et al. (2012) proposed a method to estipt ihege features is empirically evaluated by experi-

mate the sympathy speech using the language moggl s Note that the target language in this study is
learning tool SRILM (Stolcke, 2002). In their Japanese.

method, n-gram of words were used as the features
to classify if the utterance indicated the sympath® Proposed method

of the speaker. They reported that bi-gram was the

most effective feature and the accuracy of the synf2Ur Systém accepts a text of utterance in free conver-
pathy identification was around 60%. sation as an input, then guesses whether it indicates

A set of 29 dialog acts including ‘empathy’ Wasthe speaker’s sympathy. Support Vector Machine

proposed toward an open-ended dialog system (MiSYM) (Chih-Chung and Chih-Jen, 2001) is applied
nami et al., 2012). They performed the automatit? tral_n a binary cla_lssmer to judge if the given utter-
recognition of them using a weighted finite-statéc€ 1S sympathetft

transducer with the words in the utterance.

Sekino et al. (2010) tried to identify the dia—W desi he following 9 f ; h
log acts using Conditional Random Fields (CRF), e cesign the following 9 features for §ympat y
identification. Note that all features are binary, that

SWBD-DAMSL tag set (Jurafsky et al., 1997) were, th iahtin the feat toris 1 ifiti ¢
used as a set of dialog acts. Note that the tag ‘syrﬁsi’th N vztelg n Oe t?\a ure vectoris L Iitis presen
pathy’ is included in SWBD-DAMSL. The features " 1€ Utl€rance, O othenvise.

used for training CRF were the tag of the prewoug,ng: Word n-gram

utterance, the number of content words in the utter-
2Memory-based learning (TiIMBL) (Daelemanset al., 2010)
ISince we focus on the methods that handle Japanese uttiralso applied in our preliminary experiment, but SVM slightly
ance, some of the related papers are written in Japanese.  outperformed TiMBL.

3.1 Feature
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The word n-gram (n=1,2,3) is used as the fea- We introduce a feature indicating if the same
ture, since it represents the content of the utter-  word appears in the current and previous utter-
ance. This is the basic feature widely used for  ance.
identification of the dialog tags in the previous
work. Since the content of the previous utterFrw2: Repetition of word (2)
ance is also important, we use the word n-gram  Repetition of the words does not always indi-
of both the current and previous utterance. cates the sympathy. Let us consider the follow-
ing example.
Al WEEDEE | B [elof?
(seaweeddislike)
(Do you dislike seaweed?)

F.,: Length of utterance
Since the sympathetic utterance tends to be
short, the length of the utterance (the number
of characters) is considered. In the simple ap- ] s
proach, the length feature is defined according ~ B* < 9/?‘/%/7@“’;@/‘ I i g
to intervals, such ad'~5’, ‘ 6~ 10" and ‘more ((I\Sl(c)))t o mu(cnr? )seawet(;leiwee )
than 10’. However, it is rather difficult to deter- ’ '
mine the optimum intervals. In this study, the =~ The speaker B repeats the word} % (sea-
length features are defined as in (1) and (2) weed)’, but his/her utterance does not show the

0 i 1, isin[i — 2,7+ 2] @) sympathy:

(ong) . if 1, > 20 )

len

This feature is similar t@.,,1, but more strictly
checks the presence of repetition of the content
, Wherel,, stands for the length of the utterance. ~ words. The featurd-.,» is activated if either

We use 17 length featur#e?z (3<i<19)as condition below is fulfilled:
1l . . .

well as an extra featw¢l(62ng) indicating the e The last predicative word in the previous

utterance is long. This approach enables us to utterance is also found in the current ut-

incorporate the information of the length of ut- terance.

terance into SVM more flexibly. e There is only one content word in the cur-
Fy,,: Turn taking rent.utterance and it also appears in the

In our conversation corpus, the speakers may previous utterance.

give two or more utterance in one turn. This

feature indicates the presence of turn takingtrc1: Repetition of semantic class (1) _
i.e. whether the speaker of the current and pre- Repetition of not words but semantic classes is

vious utterance is the same. considered in this featur_e. In the folloyving ex-
ample, no content word is overlapped in two ut-
Frw1: Repetition of word (1) terance, but the speaker B express his/her sym-

The _speakers of_ten show_their sympathy by re-  pathy by saying% L 7>~ (fun)’ whose mean-
peating a word in a previous utterance of the  ing is similar to i 47>~ (interesting)’ in the
other. For example, in the simple conversation  speaker A's utterance.

3
below?3, the speaker B repeats the wori{E A o) B N1 E Do [

(fine work)’ to agree with A's comment. (that) (movie)  (interesting)
A HOI WE 13 BEE T2 (That movie was interesting.)
(that) (mow'e). (f|r.1e work) (be) B: 35 7o /7- 1A
(That movie is a fine work.) (fun)
B: f#E /7217 (It was fun.)
(fine work) (be)

(itis a fine work.) This feature is activated if the same seman-

3Note that /' stands for the word segmentation, and a word tic class appears in both current and previous

or a sentence in parentheses is an English translation. Thewords  Utterance. A Japanese thesaurus ‘Bunruigoi-
without translations are function words that have no meaning. hyo’ (National Institute for Japanese Language
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and Linguistics, 2004) is used to obtain the se-  speaker. Based on the above observation, the
mantic classes of the words. If one word has  expression at the end is introduced as the fea-
two or more semantic classes in the thesaurus, ture. In this paper, it is represented by a se-
all of them are used to check repetition in two quence of function words at the end of each
utterance. That is, we build the lists of all pos- sentence in the utterance.
sible semantic classes of all content words in o
the current and previous utterance, and check #2 Combination features
there is an overlap between them. In the preliminary experiment, we investigated sev-
N _ eral types of kernels of the SVM classifier: linear
Fy.c2: Repetition of semantic class (2) ~ kernel, polynomial kernel, radial basis function and
Similar o Fy., repetition of the semantic g5 on5 \We found that the kernels except for the
classes are strictly checked as follows: linear kernel performed very poorly on our data set.
e The semantic class of the last predicalherefore, we chose the linear kernel. However, the
tive word in the previous utterance is alsondividual features are regarded as independent each
found in the current utterance. other in the SVM with the liner kernel, although the

« There is only one content word in the cur-dependency between the features should be consid-

rent utterance and its semantic class als§'€d- . .
appears in the previous utterance. To tackle this problem, we introduce a feature

composed by combination of the existing features.
F4,: Dialog act When a feature set = {... f; ...} is derived from
Dialog act is also a useful feature to identifyone utterance, wherg is one of the features de-
the sympathy. When we hear the other’s assescribed in Subsection 3.1, all possible pairs of fea-
tion or opinion, we sometimes show our sym+iures|f;, f;] (i # j) are also added to the feature
pathy with it. However, we seldom express theset. Hereafterf;, f;] is referred to as a combination
sympathy for a simple yes-no question. In thigeature. The combination features enable the clas-
study, we define a set of dialog acts in free consifier to consider the dependency between two fea-
versation as in Figure 1. tures. Since the number of this feature are increased
combinatorially, feature selection is applied as de-
scribed in the next subsection.

self-disclosure, question(yes-ng
guestion(what), response(yes-no),
response(declarative), backchannel, 3.3 Feature selection

filler, confirmation, request A simple feature selection procedure is introduced.
We apply the feature selection only for the word
n-gram feature K,,,) and the combination feature,
) since the numbers of these features are extremely
We manually annotate the conversation coerﬁigh
with the dialog acts and use them as the fea- e correlation between a sympathy class and a
tures. Infuture, the dialog acts should be autg ¢ e 1. is measured by? value. The features are
matically identified to derive this feature. discarded whe? value is less than a threshold. We
F,,.4: End of sentence denote the threshold of? value for the n-gram and

The speakers often show their sympathy in aRombination feature ag,,; andTeoms, respectively.
expression at the end of their utterance. Fdih the experiment in Section 4, these thresholds will

example, in Japanese/>[dd] / #2 [nd” or be optimized with a development data.

“ X [yol/ 7a[ng”# at the end of the sentenceg 4 Filtering of negative samples

strongly indicates the sympathetic mood of the ) i ) o )
In supervised machine learning, it is inappropriate

T - o
Parentheses show pronunciation of each word. '/ Sta”dgaat the numbers of positive and negative samples in
for word segmentation. Note that these words are particles a

have no meaning. SWe used LIBSVM (Chih-Chung and Chih-Jen, 2001).

~—

Figure 1: Dialog act
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the training data are extremely imbalanced, since the Input : U = {uy, ug, - -, up}
trained classifier may display strong bias for the ma- Output: Uy, Uy
jority class. In general, however, the sympathetic ut- Uy < 0, Uy 0
terance does not frequently appear in free conversa-co. - . 1 ton do
tion. Actually, the ratio of the sympathetic utterance
is 1.1% in our conversation corpus as will be shown
in Table 1. To tackle this problem, a filtering pro-
cess to remove the negative samples is introduced to
correct imbalance of the training data. sim — cos(ug, u;)

The basic idea of our filtering method is that we if sim > Sy t7hejn
try to remove redundant negative samples. Here ‘re- | Uy «Uyu {u;}
dundant’ sample stands for a sample that is similar end
to other samples in the training data. Similar neg- end
ative samples might be redundant and could be re- Uy < Uy U {u;}
moved from the training data without any significant end
!oss of the classification performance_z. The 3|m|lar-Algorithm 1: Search for redundant negative sam-
ity between two samples (utterance) is measured b)f)les
cosine similarity of the vector consisting of the word
n-gram feature only.

Itis time consuming to calculate the similarity be-F-measure of the identification of sympathetic utter-
tween all possible pairs of the utterance in the traingnce.
ing data. Instead, we reduce the computational cost
by constructing clusters of the utterance as the préd-1 Data

possessing. First, the clusters are constructed fromfeidai conversation corpu$ is used to train and
the set of the negative samples. A fast clusteringvaluate our proposed method. It is a collection
algorithm ‘Repeated Bisections’ is used, where thef transcription of actual conversation or chat in
number of the cluster is set to 1600 Japanese. Two to four participants joined free con-
For each cluster, the redundant negative samplegrsation. Dialogs where the number of the partic-
are detected by Algorithm 1. Given a set of utteripants is two are chosen from the corpus, then each
ance in a clustet/, the algorithm divides the utter- utterance is manually annotated with ‘sympathy tag’
ance into a set of non-redundant utterabgeto be indicating whether it expresses the sympathy of the
kept and redundant utteranthg to be deleted. For speaker or nét
each utterance;, if the similarity between; and We randomly divide the conversation corpus into
the rest of the utteranas; is greater than the thresh- three sets: 80% training, 10% development and 10%
old Sy;;, u; is added to the séf;. Thenu; is added test set. Table 1 shows the number of the dialogs,
to Ug. Intuitively, if several similar utterance are sympathetic utterance (sym) and non-sympathetic
found, only the first appeared one is remained in thetterance (non-sym) in each data. The ratio of the
training data. Note that the threshofig;; controls positive and negative samples stands at 1 to 86, that
the number of the removed negative samples. It is, the number of sympathetic utterance is much
optimized on a development data. fewer than non-sympathetic. A balanced data in-
"https://dbms.ninjal.ac.jp/nuc/index.php

?mode=viewnuc

. . . 8Each dialog in the corpus is annotated by one person. To

This section reports experiments to evaluate our Preseasure inter-annotator agreement, another annotator put sym-

posed method. In this experiment, the systems apathy tags to only three dialogs. Cohen’s kappa was 0.27. It

evaluated and compared by the precision, recall aritflicates the difficulty of the sympathy identification task. In

future, the definition of sympathetic utterance should be more

SWe used the clustering tool CLUTitp://glaros clarified to make a better annotation guideline for consistent an-

.dtc.umn.edu/gkhome/views/cluto notation.

if u; € Uy then
| next
end
for j < i+ 1tondo

4 Evaluation
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on the test data, while Table 3 shows the results

Table 1: Statistics in the conversation corpus .
s on the balanced test data. In these tables, the fil-

da'Fa. dialog Sym _ non-sym tering of the negative samples is not applied. Our
training & 861 73378 proposed method outperformed the baseline on the
developmenf 10 103 8882 whole, although the precision was comparable on
test 10 99 8598 the balanced data. In the imbalanced test data, the

F-measure was not so high. This is because the sym-

uding th ber of th it q %athetic utterance does not frequently appear in the
cluding the same number of he posItive and Ne9a,  arsation corpus. Since the participants of some
tive samples is also used for evaluation. It is mad

by keeni I " : drandomiv ch Sialogs were strangers, they might hesitate to ex-
vy keepinga positive samples an i randomly Ch00sso 5 their sympathy. On the other hand, in the bal-
ing the equal number of the negative samples in t

traini devel ¢ and test data. Wi ‘ ced test data, the results were reasonably high. If
raining, development and test data. Ve repea té)ur method is applied for the conversation between

tcr? nstrutc t the. b?rl]ancefq da:jtatflve ?m?\l&tantf] ivt?]luaé?ose friends where they frequently show their sym-
€ systems In these five data sets. Note that the | athy, it will achieve better performance than the re-

sults on thg balanced data shown belowiare the aveliits in Table 2.
age precision, recall and F-measure of five trials.

4.2 Results and discussion Table 2: Results on the imbalanced test data
P R F
Baseline £,,) 0.23 0.11 0.15
Proposed method 0.28 0.13 0.18

4.2.1 Parameter optimization

First, the parameter;,, for selection of n-gram
feature was optimized on the development data. Fig-
ure 2 shows a change in precision(P), recall(R) and Table 3: Results on the balanced test data
F-measure(F) on the development data. We chose ) R =
T,g = 0.9 as the best parameter where the precision, Baseline f,,) 080 073 076
recall and F-measure were the highest. In this case, Proposed mgetho 40.81 0.76 0.80
4378 features, which are 1% of all n-gram features,
were selected.

4.2.3 Effectiveness of features

Next, to investigate the effectiveness of our pro-
posed features, the models with several feature sets
are compared. We train the classifiers with the ba-

035
03 , R
‘ F

0.25

02 o 4 e sic word n-gram feature and one of the other fea-
0.15 tures (denoted a8}, + F), and compared it with
01 the baseline modek,,). We also compare the clas-

sifier with all features (denoted ds477). Table 4
and 5 show the results on the imbalanced and bal-
anced test data. Note that the combination features
are not used in this experiment.
Figure 2: Optimization of},, On the imbalanced test data, adding the feature
Fien, Frea, Fy, and F,,,4 caused a decline of the F-
measure. Furthermore, the classifier using all fea-
tures were comparable with the baseline. However,
on the balanced data, almost all types of the features
4.2.2 Results contributed to gain the F-measure. In addition, pre-
We define the baseline as the classifier with theision, recall and F-measure &4, were better
word n-gram feature only. Table 2 reveals the pethan the baseline.
formance of the baseline and our proposed method From the results in Table 4 and 5, turn takirg,()

0.05

0
010203040506070809 1 2 3 4 5

Another parameters,,,,,, andS; were also op-
timized. The details will be reported later.
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Table 4: Effectiveness of the features on the imbalanced_-réIble 6 and 7 _conjpare the C!aSSIer.I'S with and
test data without the combination feature in the imbalanced

Feature set| P R = and balanced test data, respectively. In Table 6, the
F, 023 011 015 combination feature improves both precision and re-
an +F,, | 018 008 0.11 call in Far; feature set. While, combination of
an +F, |025 012 0.16 the n-gram features increases the precision but de-
an +F. | 025 011 0.15 creases recall and F-measure. Therefore, the combi-
an + F. | 026 011 0.15 nation of our proposed features worked well, but the
an +F. | 023 011 015 combination of n-gram not.

an +F., | 021 010 0.14 In the balanced test data (Table 7), the models
FnZ +F, |019 008 0.11 with and without the combination feature are com-
Fog+ Fong | 019 010 0.13 parable. _

Farr 024 0.11 0.15 ComparingF,,+COM B and F 4., +COM B in

Table 6, incorporation of the proposed features im-
Table 5: Effectiveness of the features on the balanced tgstoved the F-measure with a loss of the precision.

data In the same comparison in Table 7, all three crite-
Feature set| P R F ria were improved by using the proposed features.
Fog 0.80 0.73 0.76 Therefore, it can be concluded that our proposed fea-
Fny+ Fen, | 081 073 0.77 tures are effective for identification of the sympathy,
Fng+Fy,, |081 075 0.78 especially when the dependency between two fea-
Fog+ Frn | 081 073 0.77 tures is considered.
Fog+ Fry2 | 081 073 0.77
Fog+ Frear | 081 0.72 0.76 Table 6: Evaluation of the combination feature on the im-
Fog+ F.o | 081 0.73 0.77 balanced test data
Fny+Fy; |081 073 0.77 Feature Set P R F
Fog+ Feng | 0.82 0.74 0.78 Fog 0.23 0.11 0.15
Farr 0.83 0.77 0.80 Fog+COMB 0.31 0.09 0.14
Farr 0.24 0.11 0.15
Farp+COMB | 0.28 0.13 0.18

and repetition of word £,.,,; and F}.,,2) seem the
most effective features. Since the increase or ddable 7: Evaluation of the combination feature on the bal-
crease caused by adding one feature is inconsistéced test data

for several features on the imbalanced and balanced Feature Set P R F
data, however, the effectiveness of them are rather Fhg 0.80 0.73 0.76
unclear. F,y+COMB | 080 0.73 0.77
Farr 0.83 0.77 0.80
4.2.4 Effectiveness of combination feature Far;+#COMB | 0.81 0.76 0.80

In this subsection, we evaluate the combination
feature. Two sets of the features are investigated: the
word n-gram featurd,, and all proposed features 4.2.5 Evaluation of filtering of negative samples
F4r1,. For each feature set, the combination features The method of negative sample filtering was eval-
are added to the feature vector of the utterance. uated using the imbalanced data set. First, the pa-
Recall that we introduce feature selection for theameterS; was optimized as 0.5 that achieved the
combination feature. The paramefgy,,,, was op- highest F-measure on the development data.
timized on the development datd,,,,, was set as  Three methods are compared in this experiment:
140 for both feature sets,, andF,; on the imbal- a model without the negative sample filtering (w/o
anced data. While, it was set as 280 and 2604gr  Filtering), a model with the filtering by our proposed
andF,; on the balanced data, respectively. method (Proposed Filtering) and a model where the
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negative samples are randomly removed (Randofrom long previous utterance.

Filtering). In Proposed Filtering, 25,174 negative Many errors were also found when both the cur-
samples were removed from the training data. Inent and previous utterance were too short. We
Random Filtering, the same number of the negativguessed that the classification errors were caused by
samples were randomly removed. We repeated thiee lack of the features. Due to the feature selection,
training of the classifier with random filtering five even the word n-gram feature was sometimes not ex-
times and compared the average with the other mettracted from short utterance. One of the solutions is

ods. to apply feature selection only for bi-gram and tri-
gram while remaining all uni-gram features, in order
Table 8: Evaluation of filtering methods to prevent from extracting no n-gram feature.

P R = We also found that several false negatives were
wio Filtering 028 013 018 caused by the featur€.,,;. Some of the expressions
Proposed Filtering 0.23 0.16 0.19 at the end of the sentence indicate the speaker’'s sym-
Random Filtering | 0.25 0.18 0.22 pathy, but not always. Let us suppose such an ex-

pression appeared in non-sympathetic utterance and

the lengths of both current and previous utterance
Table 8 reveals the results of three methods. Bwere short. In such cases, since only a few fea-

the filtering, the recall was improved, while the pretures were extracted, the end of the sentence feature

cision declined. It is natural because the classifiestrongly worked to classify the utterance as the sym-

tends to judge the utterance as sympathetic (pogathetic. The way to incorporate the end expression

tive) when the number of the negative samples in thiato the classifier should be refined.

training data is reduced. Since F-measure was im- _

proved, the filtering of the negative samples seems & Conclusion

contribute toward improvgmgnt of the performancerig paper proposed a method to identify the sym-

However, our proposed filtering method was Worsgaihetic utterance in the free conversation. The main
than the random sampling. Itis still uncertain Why,ohtripution of the paper is to propose novel features
the idea to remove the redundant negative samplgs sympathy identification. Results of the experi-

is inappropriate in this task. In future, we will in- ans indicate that (1) the proposed features are ef-
vestigate the reason and refine the algorithm of the ie especially when the pairs of these features
negative sample filtering. are considered as the additional features, (2) among
the proposed features, turn taking and repetition of

_ _ _the content words show strong correlation with the
We have conducted an error analysis to find majafympathetic utterance, and (3) the filtering of nega-

causes of the errors. First, we found many falSgye samples is important to improve the F-measure.
p_o_smves (the sympathetl_c utterance is Wrongly clas- F.measure of the proposed method was still low
sified as non-sympathetic) and false negatives (thg the extremely imbalanced positive and negative
non-sympa_lthetlc utterance is wrongly classified aSample data. We proposed the filtering method to
sympathetic) when the previous utterance was longamove the redundant negative samples, but it was
In such cases, the previous utterance consisted gfse than the random filtering. However, since the
many sentences, but only one sentence was usuglysits on the balanced data were promising, we be-
related to the current utterance. Although many fegjeye that the filtering of negative samples is a right

tures were derived from the previous utterance, ”Way to improve the performance. In future, we will

most of them were irrelevant. Such noisy featuregontinue to explore a better way of negative sample
might cause the classification error. To overcomgyiering.

this problem, the coherence between the current and
previous utterance should be considered. In other
words, it is required to introduce a method to choose
only the sentence relevant to the current utterance

4.3 Error Analysis
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