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is true that a proficient learner uses a target
language accurately; however, on the other hand, a

. trade-off is often observed, as a learner speaks
A learner corpus is a useful resource for

developing automatic assessment techniques for 9rammatically correct sentences (high accuracy),
implementation in a computer-assisted but does so at an unnaturally slow speech rate (low

language learning system. However, presently, fluency) (Brand and G6tz 2011, Chang 2012).
learner corpora are only helpful in terms of Another limitation is typically seen in the target
evaluating the accuracy of learner output skill. Most previous learner corpora cover output
(speaking and writing). Therefore, the present skills in spoken or written language. From the
study proposes a learner corpus annotated with yijewpoint of communicative competence in
evaluation results regarding the accuracy and gpoken language, learners need to be proficient not
fluency of performance in speaking (output)  ony in speaking (output), but also in listening
and listening (input). (input). Although speaking proficiency is well
correlated with listening proficiency, a gap
; between these proficiencies is also known to exist
1 Introduction (Liao et al. 2010, Liu and Costanzo 2013), as a
The linguistic properties of learners of Englishaas learner may comprehend some sentences
foreign language (EFL), which are different fromcontaining lexical and syntactic items that are
those of native speakers, have been identifiadifficult for them to actually articulate.
through the analysis of output compiled in learner Because previous learner corpora have been
corpora (Sugiura et al. 2007, Friginal et al. 2013imited in terms of speaking, a spoken learner
Barron and Black 2014). These properties hawrpus that demonstrates accuracy and fluency in
been used to statistically classify learners’ otitpispeaking and listening is needed. The present study
into a range of proficiency levels (Thewisserproposes to build a spoken learner corpus by
2013). Thus, a learner corpus is a useful linguistannotating relevant information on sentences that
resource for developing assessment techniques thesirners spoke and listened to, respectively.
are implementable in a computer-assisted languageAnother limitation is seen in the scope of corpus
learning (CALL) system. data analysis. Although the learner corpus of
Although the contribution of learner corpora iKotani et al. (2015) addressed listening, it waly on
well acknowledged (Granger 2009), previougsapable of providing listening comprehension data
learner corpora are limited in that learners’ otgpufor analysis at the text level, because that was th
have only been examined in terms of linguistitevel at which comprehension was examined.
accuracy. As noted by Housen et al. (2012} owever, identifying which linguistic properties
learners’ performance should be analyzed in terna$fect listening comprehension through text-level
of both accuracy and fluency. On the one hand, ahalysis is difficult. To identify learners’ linggtic
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problem areas, language use in local domains suglso examined at the text level. Comprehension
as sentences needs to be analyzed, similar qoestions were provided twice: once when learners
machine translation evaluation at the sentenced levfimished listening to the material for the firsing,
(Gamon et al. 2005, Stanojévand Sima’an 2014). and again after they listened to the material
Therefore, the present study proposes to annotagpeatedly until they felt they had reached full
listening comprehension data for individuaphonetic recognition.

sentences, which is expected to offer a finer- The objective of Kotani et al. (2015) was to
grained analysis for the identification of learnerscreate a linguistic resource for analysis of

linguistic problem areas. pronunciation at the sentence level and listening
comprehension at the text level. Their learner
2 Related Learner Corpora corpus was composed of data from 30 native

According to Izumi et al. (2004), most IearnerEng“Sh speakers and 90 EFL learners classified

. into three levels according to TOEIC scores. In
corpora have covered written but not spoke

) “Iheir study, native speakers and learners performed
language; therefore, they proposed a Speak'? ading aloud and listening comprehension

corpus for EFL learners. However, their corpus di . .
xercises. In the former, native speakers and

'?hoet f;glf rO]['S;erlli'srl[g'ni's‘s E(;'rn%i (f% ?lé)pf u%%?ﬁ;? earners read 80 sentences from a set of four texts
9 P %loud. In the latter, they listened to 80 sentences

might be due to the difficulty Of compiling datafrom another set of four texts and answered five
that demonstrate how learners listen to Semenc%%‘mprehension questions for each one

However, Luo et al. (2010) and Kotani et al.
(2015) identified several issues regarding listgning Listening and Speaking Cor pus
corpora for EFL learners.

The objective of Izumi et al. (2004) was to o
construct a model of the developmental stages 8fL Objective

speaking ability among EFL learners that couldhe objective of our learner corpus is to serve as
also be used to develop techniques fQinguistic resource for the development of
automatica”y Identlfylng errors. Their Iearnertechniques that can automatica”y assess
corpus was compiled using interviews with 1,20@erformance, as well as material for listening and
EFL learners classified into nine levels accordingpeaking exercises; this is described in greater
to the Standard Speaking Test, which evaluatggtail in Section 4.

oral proficiency. In their study, learners perfoine The target skills and exercises for compiling
an interview-response exercise in which learmnegprpus data are summarized in Table 1. Our learner
started and finished with an informal discussion O&)rpus demonstrates learners’ performance in

general topics, such as the interviewees’ job and|ation to listening and speaking skills. Listenin
hobbies; between these informal chats, thg¥ divided into phonetic recognition and
performed three task-based activities: piCth@omprehension, while speaking is divided into
description, role-playing, and storytelling. Theifpronunciation and sentence generation. Listening
corpus was then annotated with errors in relaton Hata (phonetic recognition and comprehension) are
sentence  generation, but not listeningompiled in a dictation exercise, while those of
comprehension. pronunciation and sentence generation are
The objective of Luo et al. (2010) was tocompiled in reading aloud and question-response
develop an automatic assessment technique ¥ercises, respectively.
phonetic recognition. Their learner corpus was Compared with previous learner corpora (Izumi
composed of data from 32 EFL learners classifiegt al. 2004, Luo et al. 2010, Kotani et al. 2015,
into three levels according to Test of English fOéorpus covers more skills, as shown in Table 2.

International Communication (TOEIC) scores. Imhe letter “X” indicates the presence of relevant
their study, learners performed an exercise @ata in a learner corpus.

which they repeated 14 sentences articulated by a
native-speaking English teacher. In addition to
phonetic recognition, listening comprehension was
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Skill Sub-skill Exercise represented in terms of speech rate and ease of
ListeningPhonetic recognitionDictation processing.

Comprehension
SpeakingPronunciation Reading aloud Accuracy | Fluency

?gentence generatiofQuestion-response |Phonetic Evaluator’'s|Material speech ra

recognition |evaluation |& Ease of processing

Table 1: Target performance for EFL learners [Comprehensighearner’s [Material speech ra
evaluation |& Ease of processin

Izumi |Luo|Kotani|Ours | |Pronunciation | Evaluator'dearner speech rate
Phonetic recognition | --- X| - X evaluation |Ease of processing
Sentence comprehensigr X Sentence Evaluator’'s|Learner speech rate
Text comprehension | --- |[X X X generation evaluation |Ease of processing
Pronunciation X X1 X X
Sentence generation X - X Table 3: Corpus data regarding accuracy and

fluency data

Table 2: Comparison with existing corpora ) N )
The accuracy of phonetic recognition is

Whereas the previous corpora were only capabf&aluated using phonetic recognition scores. These
of providing comprehension data for analysis at thecores are calculated as the rate of correctly
text level, our corpus provides data for analysis &&Peated words per total number of words in a
the sentence level, which offers a finer-grainedentence/chunk. The success/failure of phonetic

analysis for the identification of learners’ lingtic ~ecognition for each word is manually evaluated by

problem areas. native-speaking English teachers on a binary scale
(correct or incorrect).
3.2 Datatobe Compiled The accuracy of comprehension is self-evaluated

Our corpus consists of three-layer annotation dapg Iearner:s or.'bla bir_}arl]ry SC?:je't (co;n?rzghensit?lledor
and phonetic data for speech sounds. The fi@ﬁompre ensible). The validity of this method,

layer consists of text data (txt) in the form ofV ich makes the evaluation of sentence-by-
transcribed  speech  sounds, and visusentence comprehension possible, has been

representation data (prapic) such as spectrogra ?]owledged (Rossf19§82r.] i d
produced by the Praat phonetic analysis program € accuracy o 0 pronunciation an
(Boersma and Weenink 2013). The second lay pntence generation are efvaluated.m terms of
consists of text analysis involving tagging an nguistic properties by native-speaking English

d d lation bv the Stanford gachers. Accuracy regarding_ Iinguistic properties
Me;;?]gffgn%{ :ja '2%%6))/ asewel?nac;r ar?:I;/ss?; ((()5 evaluated based on a 5-point Likert scale (Poor,

descriptive information such as word length, ar, tAverage,t SOOd’ Excellent). ngu('js“cb
syntactic pattern density, word information an roperties reported as common errors made by
FL learners (Bryant 1984) are summarized in

readability provided by a computer tool calle ble 4
Coh-Metrix (McNamara et al. 2014). This layer aThe .ﬂ . £ bhonet i d
also consists of phonetic analysis regarding pitch, € tuencies of phonetic recognition an

intensity, and formant contour, as well as visibl omprehension are also subjectively evaluated on a

pulses (Boersma and Weeink 2013). The thir -point scale for ease Of. processing. These
layer consists of evaluation results of learner uencies are also evaluated in consideration ef th

performance. spteec_h rateI th?ttlzarners tarllctually hbear. T?e spedech
Corpus data should cover accuracy and fluend t? IISt (;:e_l culate tasf € n#rtn er AO | words
in  phonetic  recognition,  comprehension: rticulated in a minute of speech time. As learners

pronunciation, and sentence generation, as shm%ntinue listening until they fully understand the

in Table 3. Accuracy is represented in terms of glate_rial, I_istening fluency is also_gvaluated in
. consideration of the number of repetitions.

manual evaluation score, while fluency is . L
The fluencies of pronunciation and sentence
generation are evaluated based on speech rate and
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ease of processing among learners. The speech @ Learners
is calculated based on the speech time required

articulation. However, the speech time for senten om 120 university EFL learners classified into
generation also includes the time during whic y

guestions are asked to learners, because Iearngr%r: Ie.vgligzcco;dgrr]lg ftou TO.nEIC I|TtenL|_ng sé((:)olrgs_
start to consider their response at this time. Base ange: 5-495) on the following scale (Liao ):

e plan to compile our learner corpus using data

eginner level (150-245); intermediate level (250-

processing among learners is subjectivel 45): advanced level (350-425): and advanced-
evaluated on a 5-point scale. high level (430-495). EFL learners are divided
Domain Class Instance equally among each level with respect to the
PronunciatiofConsonant | */d/ for /t/ iThames number of learners (N = 30).

Vowel */I/ for /ai/ in bite 3.4 Tasks

. . ——

(?(I)Iﬁgénant s/iz";lg/ for /sail i In the experime_nt, EFL It_earr_lers are first qsked

Unstressed [*/me-moTy/ for to perfor.m a dlgtatlon exercise in Wh_lch they liste

by schwa  /mem-(o)ry/ to materials unit-by-unit and then write down what

Stress in *Jtikét for Jtiket in they h(_aar. After completing each unit, Iearner_s

word ticket subjecplyely evaluate the ease of p.honetlc

Stress n *the project’ for re_:cognltlon and comprehensmn on 5—p0|_nt and

B e binary scales, respectively. After learners listen

sentence *theprOJect the material the first time, they listen again

Vowel- fcho-co-late/  for repeatedly until they are confident they have

elision ichoc-late/ achieved full comprehension.

Cgr_}sonant- /un-known/ for /u The second exercise is a reading aloud exercise

elision known/ in which they read the same texts from the
Sentence  |Word-form | *chockfor check listening materials aloud, sentence-by-sentence.
generation }gilr‘;d'on' *runnedfor ran After reading each sentence, they subjectively

Agreement it*hefor she

evaluate the ease of pronunciation on a 5-point
scale.

pronoun The third exercise is a question-response

Agreement |*each carsfor eact exercise in which they answer five general

with a car guestions regarding the listening material. After

modifier providing their answers, they evaluate the ease of

Agreement |*he study for he sentence generation on a 5-point scale.

between subjedttudies

and verb 35 Materials

Inflectional |*has study for has Since the target of this project includes

agreement |studied beginner-level learners, the listening task shoeld

Case form | himfor he fairly easy to complete. Therefore, listening

Determiner | hoyfor a boy material is obtained from the VOA (Voice of

Preposition | fook himforlook athim} - America) Learning English site

Verbal object*sawfor saw it (http://learningenglish.voa news.com).

Determiner- |*a boyfor the boy This online resource was chosen due to the

choice limited vocabulary (1,500 words), short sentences,

Tense ts for was and slower than natural speech rate in the material

Aspect s havingfor has (VOA Special English 2009).

Negation think that ...notfor Four reports are chosen from the Level 1 (the
don't think... easiest among the three levels) in order for learne

Word-choice|* seefor watch at the beginner level to complete the tasks. The

Table 4: Linguistic properties
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differences in learners’ background knowledge omhey were allowed to listen to the report three
speaking and listening to be minimized, in contrasimes. Although 21 learners participated, data from
to specific news events. Both male and femalene learner were excluded because that learner did
voices are used for the reports. Two reports eadlot complete the latter half of the exercise.
are recorded in a male and female voice in order Kenceforth, the data analyzed in this paper were
minimize any influence from gender. compiled from 20 learners.

Each report is composed of less than 400 words. The success/failure of the dictation was
The linguistic properties of the material, incluglin evaluated for each word, as shown in Table 6. The
the length of each audio clip (sec), the number @ford ID shows both the sentence and the word
sentences, the number of token (words), theumber, and thus <s1.1> refers to the first word in
number of word types, and the speech rate, datee first sentence. The spoken words illustratetwha

summarized in Table 5. learners listened to. Here, all the words, even
proper nouns such as “VOA,” are lowercase,
Report A B C D because capitalization was not taken into
Time 237 234 232 220 consideration during evaluation.
Sentence | 25 25 15 15 The response rate shows the proportion of
Token 363 349 348 353 learners who wrote down something for a spoken
Type 196 182 195 187 word. When a learner wrote something down for a
Speech ratg91.9 895 90.0 96.3 spoken word, a response score of 1 was assigned.

On the other hand, when a learner wrote nothing, a
Table 5: Linguistic properties of VOA texts ~ réSponse score of 0 was assigned.
The correct rate shows the proportion of learners
4 Rdliability of thetask who correctly dictated a spoken word. When the
_ dictation of a spoken word was correct, a correct
Whether learners could complete the exercisesgore of 1 was assigned. On the other hand, when

especially the dictation exercises, remainegictation of a spoken word was incorrect, a correct
unclear; therefore, we confirmed the validity of th score of 0 was assigned.

listening material before compiling corpus data.

Even though learners do not have to dictate [af/ord Spoken word | ResponskCorrect
sentences correctly, they do need to make | gn rate rate
attempt. If the chosen material is too difficultgy 1 from 1.00 1.00
learners dict_ate nothing, thereby resultin_g in aery S1.2 voa 1.00 015
g?éargsgt fgll to demonstrate how English sou 19S 3 learning 1.00 1.00
gnized by learners. 14 ish 0.95 095
Therefore, a preliminary experiment examining=: engls - -
whether learners were able to write down SOREL this 1.00 1.00
words in a sentence was conducted to confirm {i$e-6 IS 1.00 1.00
appropriateness of VOA Learning English as| 1.7 the 0.80 0.65
resource. In addition, in order to evaluate leang=s12 education 100 100
listening ability, the corpus data should inclugel19.1 for 1.00 0.80
both recognizable and unrecognizable words19.2 voa 0.95 0.15
therefore, this experiment examined the accuraeq9.3 learning 1.00 0.80
of the dictation results. s19.4 english 0.95 0.95
Participants were 21 university EFL learnergig g i'm 1.00 0.75
with  beginner- to intermediate-level Englishgig7g mario 0.75 055
proficiency (Test of English as a Foreign Langu :
Institutional Testing Program scores: 383-4 ?’519'7 ritter 0.70 0.00

average score = 431.3 (standard deviation = 25.0).
The dictation exercise carried out was that in
Report A, as shown in Table 5. They listened to
and transcribed the report sentence-by-sentence.

Table 6: Response and correct rates for the
dictation exercise
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The descriptive statistics show that the respongsasy or too difficult for dictation. Hence, listagi
rate ranged from 0.05 to 1.00 (Table 7). That isnaterial from VOA Learning English allows the
every word received a response by at least onellection of both correct and incorrect dictation
learner. In addition, approximately 80% of thealata, thereby suggesting the appropriateness of
words ((68 + 35 + 24 + 25 + 21 + 11 + 17) / 267)sing VOA Learning English as listening material
achieved high response rates (<0.70), and thecompiling corpus data.
greatest frequency (N = 68) was found for a
response rate of 1.00 (Figure 1). These resu
suggest that the use of listening material fror 18 18 18

VOA Learning English is appropriate and allows 18
adequate collection of learners’ dictation data. D16 1_6
% 13 14 14414 3l 13
E;fzponse g‘t’gea 74 a0 1A 2
—12 | 11 — | H —
Total number of words 26[ 267| © -
Minimum 0.05 0.00| g10 s %5
Maximum 1.00 1.00 g 8 - -
Mean 0.78 0.54] Z g
Standard Deviation 0.24 0.31
4
Table 7: Descriptive statics for response and 2
correct rates 0
O O O O O O O O OO O o
O O O O O O OO o o -
. 70 6_8 Correct rate
3
c 60 Figure 2: Frequency of the correct rate
(2]
=50 Regarding minimum and maximum values in
© the response and correct rates, the minimum
840 35 response rate of 0.05 was only found for the word
§3o [ <s15.6>, which is bolded here: “Georgetown
p University labor economist Anthongarnevale
20 says...” This word is a proper noun, and thus it
seems unfamiliar to the learners. This unfamilarit
10 seems to decrease its associated response rate.
0 The minimum correct rate of 0.0 was found for
0 13 words. Among these incorrectly recognized
SSR3338L2I88 words, an interesting example is the word <s7.1>,
OO0 00000 o O O which is bolded here:Universities say decreasing
Response rate financial support...” This word should be

frequently used by learners, and particularly
familiar with the university learners in this
experiment. This suggests that word familiarity is
- . not related to a low correct rate. Upon further
The descriptive statistics also show that_ .thﬁnalysis, we found that most learners dictated the
correct rate ranged from 0.00 to 1.00. In addltlorrilural noun “universities” as a singular noun

Figure 1: Frequency of the response rate

as shown in Figure 2, the correct rate was eve Yuniversity”). The plural morpheme is pronounced

distributed. That is, no word was shown to be to nclearly, as illustrated by the dotted line in g
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3. Hence, the presence of this morpheme should thee individual learner’'s proficiency, which is a
made apparent due to the fact that the subsequeasther burdensome task for language teachers.
verb “say” would not follow the singular nounTherefore, automatic assessment of the materials’
“university,” or that a singular noun needs alifficulty supports both effective learning and
determiner such as “a” or “the.” Hence, learnersffective teaching.
fail to recognize this word due to a lack of Such automatic assessment techniques result in
syntactic knowledge or the failure to determin@a by-product that also improves CALL-based
syntactic manipulation. learning. In  developing these assessment
techniques, statistical models will be constructed
for calculating  proficiency-based  optimal
performance. If a CALL system demonstrated
performance in listening and speaking exercises as
Al well as what would be considered optimal
*Veresiet performance, learners would then be able to assess
i ‘ their performance in terms of how it compares with
optimal performance. This type of self-evaluation
would allow learners to recognize gaps in their
— performance, and then to address these gaps by
== doing relevant practice exercises until their
performance reaches or outperforms optimal
performance; therefore, this type of system would
promote autonomy among learners.

“4'.“«1 Y

Figure 3: Spectrogram of “university” and
“universities”

5 Application 6 Conclusion

An advantage of CALL-based learning is the use
of “authentic” online materials such as new
reports produced for native English speakers, b
not designed for language learners. It is widel
acknowledged that the use of authentic materi
improves learners’ performance, particularl
regarding practical communicative competencey

however, the use of authentic materials can caus€el This proposed learner corpus is expected to

several problems. se{ve as a linguistic resource for the development

One such problem concemns the assessment gt 5ssessment techniques for both listening and
performance among learners, because unlikg eaking exercises in a CALL system
textbooks, authentic materials are not designed t ’

assess whether a learner's language use 4

successful. Although CALL-based learning usinéd\%knowledgement

authentic materials might be effective without itThis work was supported by JSPS KAKENHI Grant

assessment of performance certainly provides md¥/mbers, 22300299, 15H02940

effective learning because it enables the

identification of linguistic problem areas amondX€ferences

learners in daily communication. Anne Barron and Emily Black. 2014. Constructing
Another problem concerns the difficulty of small talk in learner-native speaker voice-based

authentic materials, which, unlike textbooks, is telecollaboration: A focus on topic management and

uncontrolled, and thus increases the chance that &backchanneling. System, 48: 112-128.

learner may lose motivation due to materials thgfay| Boersma and David Weenink. 2013. Praat: Doing
are inappropriate or too difficult for their phonetics by Computer. Version 5.3.51, retrieved 2
proficiency level. Hence, it is necessary to first June 2013 from http://www.praat.org/

assess the difficulty of authentic materials, and
then to provide materials that are appropriate for

he present paper introduced the design of a new
earner corpus for analyzing the accuracy and
Hﬁency of listening and speaking. This design
iffers from existing designs with respect to
rformance targets for learners. In addition,
nlike the previous corpora, our learner corpus
ffers spoken language analysis at the sentence-
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