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Abstract

A novel graph-based utterance generation
method for open-domain dialogue systems is
proposed in this paper. After an association
graph of words and utterance patterns from a
dialogue corpus is constructed, a label propa-
gation algorithm is used for generating system
utterances from the words and utterance pat-
terns in the association graph that are found
to strongly correlate with the words and ut-
terance patterns that appeared in previous user
utterances. We also propose a crowdsourcing
framework for collecting annotated chat data
so that we can implement our method in a cost
effective manner. Crowdsourcing is also used
for conducting subjective evaluations and the
results will show that the proposed method can
not only provide interesting and informative
responses but it also can appropriately expand
the topics by comparing them to a well-known
chat system in Japanese.

1 Introduction

Chatting plays a lot of important roles in human
communications for naturally exchanging diverse
information, facilitating collaborative tasks, or even
enhancing the quality of the conversations them-
selves. For dialogue systems as well, the function-
ality of being able to create chats is considered to
have a significant importance regardless of whether
task-oriented or non-task-oriented. There are cur-
rently many types of smart devices in our daily life
and most of them have spoken dialogue interfaces,
although they are basically limited to question-
answering. However, there are cases where people

do not always have the clear intent on searching for
something but they just want to know whether there
is anything interesting they should know. In such
cases, if the systems could offer a chats function in-
stead, people may be able to make such unconscious
or potential intentions clear by themselves through
chats with these systems.

However, it is quite challenging for dialogue sys-
tems to automatically generate chat responses be-
cause of the wide variety of topics in user utter-
ances. In ordinary dialogue systems, i.e., rule-based
systems, a very large number of hand-crafted rules
and utterance patterns, or templates, would need to
be prepared for extending the coverage of topics
they can handle. However, this would be a very
formidable task both to create them and to maintain
them while keeping them up to date. Thus, a data-
driven approach that makes use of the huge amount
of conversational resources currently on the web,
such as microblogs or social network media, as cor-
pora have been recently investigated (Shibata et al.,
2009; Sugiyama et al., 2013). These corpora contain
a large number of sentences that cover a wide range
of topics, but there are many noisy sentences that
do not contain meaningful content themselves. An-
other issue with this approach is that it basically se-
lects sentences that are similar to the user utterances
on the surface-level. Thus, the generated responses
tend to be monotonous and the topic of conversation
is not naturally changed by these systems.

We propose a graph-based approach to address
these issues. It is based on a dialogue corpus with
a considerably large number of utterances. Out of
a corpus, we construct an association graph, which
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is a bipartite graph with word and utterance pattern
nodes, where a word represents a named entity and
an utterance pattern represents a template of utter-
ances reduced by replacing their named entities with
slots holding the type of named entities that are orig-
inally placed there. The association graph is used
for finding words and utterance patterns that belong
to the same semantic category, or topic of conversa-
tion, and formed dynamically using label propaga-
tion over the association graph with the words and
utterance patterns of previous utterances. The sys-
tem utterances are synthesized out of those words
and utterance patterns.

This paper is organized as follows. First, we ex-
plore the use of crowdsourcing for efficiently con-
structing a dialogue corpus in Sec. 2. The details of
the proposed method are described in Sec. 3. We
discuss the results from a subjective evaluation in
Sec. 4. These results support the concept that the
proposed method can create responses with signifi-
cant and interesting information and that it can ap-
propriately expand the topics. We introduce the re-
lated works in Sec. 5. Finally, we give a summary
and present some future prospects for the present
study in Sec. 6

2 Framework for Constructing a Dialogue
Corpus with Crowdsourcing

We describe our framework for constructing a dia-
logue corpus in text chats by making use of crowd-
sourcing. The utilization of crowdsourcing is now
getting popular for collecting data and conducting
user assessments. (Eskenazi et al., 2013; Lasecki et
al., 2013; Mitchell et al., 2014). The merits for us-
ing crowdsourcing are that many workers can work
simultaneously at low cost.

In addition, we can now find many kinds of online
collaboration platforms like slack1. We can create a
number of rooms, which are called channels in slack
for example, where a number of workers can simul-
taneously create chats on those platforms. They also
support highly interactive customizable browser in-
terfaces and many APIs for connecting to other ser-
vices provided outside themselves. Therefore, we
can define our own markers that can be used for an-
notation, or we can send utterances to bot servers

1https://slack.com

outside the system for watching the progress of a
conversation or violations of the guidelines in real-
time. The notification to workers can be sent from
the bot server to the channels as well. The chat
logs can also be exported using those APIs. Thus,
we found these are ideal environments for collect-
ing chat data, annotating them online, and remotely
managing them.

Figure 1: Framework for collecting chat data, annotating
them, and exporting into a structured database as a corpus

We show our framework for collecting text chats,
annotating them, and exporting the annotated chat
logs into a structured database as a corpus in Fig. 1.
We selected Slack as our online platform for this pa-
per. The numbers in Fig. 1 show the procedural flow.

In the first procedure, the corpus developer cre-
ates a team in Slack and customizes the markers for
quickly and correctly inputting annotations. Emoti-
cons are used to represent these markers in a chat
stream on the browser. We can create plural chan-
nels so that several pairs of workers are able to si-
multaneously input their chats. The connection to a
bot server is also created so that the system can au-
tomatically watch the inputs by each worker. We use
Hubot2 for creating a bot server and Redis3 for stor-
ing the working data of each worker. The bot server
is placed on a cloud server hosted by Heroku4. In
fact, all these components are open platforms and
open source software. Thus, anyone can create such
an environment without incurring any costs, so you
can at least try this framework if you want.

In the second procedure, workers access the URL
of a channel introduced by the corpus developer at a
scheduled time. Once both of the workers arranged

2https://hubot.github.com/
3http://redis.io/
4https://www.heroku.com/
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as a conversation pair come online, they start in-
putting utterances according to the prescribed guide-
lines. They begin with greetings and introducing
themselves and expand the topics by selecting them
from the specified genres. In our case, the work-
ers are required to chat by choosing from news on
current affairs, sports, entertainment, or gourmet in-
formation. The utterances input by the workers are
sent to the bot server and the number of utterances
are then counted. The check as to whether or not
the utterances are in accord with the guidelines may
also be checked here or presenting suggestions for
annotation may also be sent on the fly to the workers
in a working channel. A notification is sent to the
channel directly if the number of utterances reaches
a required amount so that the workers can notice
the completion of a dialogue session. An example
of the annotations for utterances are presented in
Fig. 2. We designed the way of annotating so that
the workers can easily input in the message format
of the browser. We define only three kinds of anno-
tations: (a) the location and type of named entities,
(b) the dialogue acts of the utterances, and (c) the
topics of the utterances. The types of dialogue acts
is also limited to the following eight types so that
even workers without a good knowledge of natural
language processing can understand: (1) greetings,
(2) yes-no questions, (3) yes-no answers, (4) provi-
sion of information/self-disclosure, (5) presentation
of new topics, (6) questions, (7) answers, and (8)
feedback/opinions. We found that it is useful to de-
fine some of the special annotations for smoothly
managing the dialogue input tasks. For example,
we define the annotation string ”rem”, which can be
put at the beginning of the utterance, for indicating
this utterance is in fact a comment. This annotation
can be used to exchange messages between workers,
corpus developers, and proofreaders directly on a
channel. We also define the annotation string ”New-
Dial”, which is used by itself, to indicate the begin-
ning of a new dialogue session.

In the third and fourth procedures, the chat logs
are exported by the corpus developers in charge of
proofreading the annotations. The annotations for
each utterance are checked by two proofreaders in
the present study. Thus, including a dialogue input
worker, the annotations are checked by at least three
people. We explain the proofreading procedures in

Figure 2: Example of annotations for an utterance. The
square brackets ([ and ]) annotate the position of a named
entity and its entity type is also supplied after a colon.
The words enclosed in angle brackets (＜ and ＞) an-
notate the topics of the utterance. A string enclosed by
colons (e.g., : da info:) annotates the dialogue act of the
utterance.

detail in the following paragraphs. After finishing
proofreading the annotations, the fifth procedure is
performed for exporting the annotated chat logs into
a relational database to store the structured data of a
dialogue corpus.

We recruited native Japanese-speaking crowd
workers and collected twenty thousand annotated ut-
terances over a period of about three months. The
workers were distributed all over Japan from the
north to the south and their ages ranged from 20
to 49. Only two workers were male. This size of
the corpus was quite moderate compared to a web-
scaled corpus, but it is still large enough for our pro-
posed method to work. The speed of collecting an-
notated utterances depends on how many proofread-
ers are used. Proofreaders familiar with the work
can check about six hundred utterances a day and
two proofreaders were used in the present study.

We show the detailed procedures for proofread-
ing annotations in Fig. 3. The numbers represent
the flow of the proofreading procedures. The an-
notated utterances are exported for the first time in
procedure (2). Then, two proofreaders check it in
procedure (3), and the requests for revision are dis-
patched to each crowd worker from procedure (4) to
(6), where the requests for revision are copied as a
backup. Then, the workers revise the annotations by
accessing the channel on Slack in procedure (7). The
results of the revisions by the workers are checked
by comparing them with the backup in procedure
(8). If there are any differences, then new requests
for revision are created in procedure (9). Procedures
(4) to (9) are repeated until the differences are elim-
inated.
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Figure 3: Procedures for proofreading annotations

The characteristic of our framework for collect-
ing a corpus using crowdsourcing is that the workers
are not independent but they collaborate with each
other in one task. We can collect the utterances of
the workers by using a dialogue system as a con-
versation partner. It might be reasonable to collect
the user interaction behaviors using dialogue sys-
tems and make use of them to construct a dialogue
corpus (Mitchell et al., 2014). We are interested in
collecting worker dialogues to learn how people de-
velop their conversations and how topics are natu-
rally explored by them.

3 Graph-based Method for Generating
Utterances

In this section, we describe our proposed method
for generating utterances. It relies on an algorithm
in semi-supervised learning called label propagation
over graphs, and we apply it to the association graph
of words and utterance patterns, and Fig. 4 depicts
an example. We can see in the figure that the label
propagation with the regularized Laplacian can suc-
cessfully extract semantic categories depending on
the structure of a bipartite graph of instances and
patterns, i.e. words and utterance patterns in the
present paper (Zhou et al., 2004; Komachi et al.,
2009). Roughly speaking, the words and utterance
patterns that are linked to each other are considered
to share the same semantic relevance to some extent.
This semantic relevance is called a semantic cate-
gory and can be regarded as a topic talked about in
the conversations. By making use of the label prop-
agation over the association graph, we can extract
words and utterance patterns that share the same se-

mantic category with words and utterance patterns
that appeared in previous utterances. It is expected
that synthesizing those words and utterance patterns
can help to generate utterances that expand the top-
ics while maintaining the relevance to the current
topic in a conversation.

Figure 4: Association graph of words and utterance pat-
terns.

We depict the architecture of our dialogue system
in Fig. 5. Procedures (2) to (4) should be performed
in advance to obtain the graph Laplacian data out
of a corpus of procedure (1), which is necessary in
the label propagation procedure. Procedure (2) ex-
tracts the named entities and utterance patterns mak-
ing use of the annotations. The utterance patterns are
obtained by replacing the named entities with slots
that specify the type of named entities that can be
applied. Then, an association graph of words and
utterance patterns is constructed by linking the word
and utterance pattern nodes if they co-occur in an
utterance in the corpus. We introduce an instance-
pattern matrix W , which represents the frequency
of the co-occurrence of instances and patterns. Let
us denote a word as wi and a utterance pattern as pj ,
and then, the instance-pattern matrix W is defined
by

Wij =
|wi, pj |∑
k |wi, pk|

, (1)

where |w, p| represents the frequency of the co-
occurrence of a word w and an utterance pattern p.

In Laplacian label propagation, the similarity ma-
trix A between instances is measured using a regu-
larized Laplacian

L = I −D−1/2(A)AD−1/2(A), (2)
in-stead of the naive product A = W TW of the
instance-pattern matrix W , where D(A) is a diag-
onal degree matrix defined as D(A)ii =

∑
j Aij .
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Figure 5: System architecture for utterance generation.

The regularized Laplacian has the effect of reducing
the self-reinforcement by removing the contribution
from the self-loops.

The procedure for generating responses to user ut-
terances goes as follows. First, the named entities
and an utterance pattern are extracted from the last
utterance and the word and utterance pattern nodes
in the association graph are matched to them if there
are some that have the same word or utterance pat-
tern. If these nodes are found, we assign a 1 as their
initial score. For the other nodes that do not match,
we assign a 0 as their initial score. We may take into
consideration the history of the utterances before the
last utterance as well. Let τ be the length of the turns
that an utterance appeared in the past, i.e., τ = 1
for the last utterance. Then, we extract the words
and utterance patterns from those past utterances and
search the association graph for word nodes or utter-
ance patterns that match them. If some nodes are
found, we assign λτ−1 as their initial scores, where
λ ∈ (0, 1] is the decay rate. In practice, we limit
τ to some extent T , such as τ ≤ T . By denoting
the initial scores on the association graph as F0, it is
recursively spread using the following equation,

Ft+1 = α(−L)Ft + (1− α)F0, (3)
where a parameter α ∈ [0, 1) controls the contri-
bution from the seeds and the graph structure. The
contribution from the graph structure becomes dom-
inant as the value of α approaches 1. The recursion
is continued until the Ft score converges to F . In
practice, this procedure is truncated within a finite
number of recursions.

Let the resulting scores for each word w and ut-
terance pattern p be F (w) and F (p). We define the

score for an utterance s generated from an utterance
pattern p and words {wi|i = i1, i2, . . . , in} as

F (s) =
1

n

n∑
k=1

F (wik)F (p). (4)

We output the utterance s∗, which has the highest
score among the generated utterances. There are
cases where the utterance with the highest score al-
ready appeared in the current context of the dia-
logue, so we choose the utterance with the next high-
est score, and this is repeated until a new utterance
is found.

4 Evaluation

We evaluated the performance of the proposed
method by conducting a subjective assessment us-
ing crowdsourced workers. As the baseline for the
evaluation, we adopted a well-known chat system in
Japanese provided by NTT DoCoMo, Inc. The sys-
tem is available through the Web API5. We call this
chat system the baseline dialogue system in the para-
graphs that follow.

We recruited twelve native Japanese-speaking
crowd-workers in their 20’s to 40’s (seven females
and five males). Each subject was presented five
types of dialogues made for the same given seed
utterance. We prepared 26 seed utterances as ex-
plained in the following paragraphs.

We selected topics from the top ten rankings
of query keywords in Japan in 2014 provided by
Google 6. There were 55 different Japanese key-
words among them. We limited them to 27 key-
words from the genres of current affairs news,
sports, entertainment, and TV programs which were
covered by the corpus we constructed. However, our
dialogue system failed to generate a response for one
of them, so we omitted that keyword. Thus, we se-
lected 26 keywords, among which 6 were from the
field of current affairs, 6 from sports, 6 from enter-
tainment, 2 from TV animations, and 6 from TV dra-
mas (Tab. 1). As a seed utterance for each keyword,
we picked the first sentence from the Wikipedia page
with the given keyword as its title.

Starting from a seed utterance, we produced a
dialogue using a pair of participants taking turns.

5https://dev.smt.docomo.ne.jp/
6http://googlejapan.blogspot.jp/2014/12/jp-year-in-

search.html
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Current
affairs
news

Nobel prize, Mt. Ontake, Haruko
Obokata, Mamoru Samuragochi,
Academy Awards, iPhone6

Sports Asian Games, Yuzuru Hanyu, Kei
Nishikori, Seiko Yamamoto, 2014
Winter Olympics, Mao Asada

Entertain-
ment

Zawachin, May J., Takako Matsu,
Sota Fukushi, Kanna Hashimoto,
Japan Electric Union

Animations Yokai Watch, Frozen
Dramas Hanako to Anne, Massan,

Sorry youth!, Gochisousan,
Ken Takakura, First class

Table 1: List of keywords used for evaluation.

We produced five types of dialogues as indicated
in Tab. 2. Each dialogue contained ten utterances
including the seed utterance. In the cases of dia-
logues produced by human and system participants,
the seed utterance was regarded as created by the
human participant. For the cases of dialogues be-
tween two human participants, males in 30’s and
40’s were used separately from workers in charge
of the assessment. One participant in their 30’s was
involved in all the type (a), (b) and (c) dialogues to
avoid any fluctuation caused by the difference in par-
ticipants. The type (a) dialogues were prepared to
check whether the workers honestly assessed the di-
alogues. In the case where the evaluation of a worker
for the type (a) dialogues was unnaturally bad, we
could detect that the worker was cheating. We also
added the type (d) and (e) dialogues to exclude the
influence of the choice of human participant for cre-
ating the dialogues. These five types of dialogues
were produced for all 26 keywords, respectively.

a human vs. human
b human vs. proposed dialogue system
c human vs. baseline dialogue system
d proposed dialogue system vs. proposed dia-

logue system
e baseline dialogue system vs. baseline dia-

logue system
Table 2: Types of produced dialogues

We specify an example of a dialogue produced in
the type (b) dialogues in Tab. 3. The initial topic key-
word is Kei Nishikori in this example. The system
successfully extracted the keyword Kei Nishikori
from the seed utterance and generated the utterance
to inform what organization he is endorsed by. A

U Kei Nishikori is a male Japanese professional
tennis player from Shimane Prefecture.

S Kei Nishikori is endorsed by Nissin Food, so
Nissin Food is benefiting from a worldwide
advertising effect.

U You mean Nissin’s Cup Noodles could be-
come hot sellers?

S The Cup Noodle’s TV commercial ”Real in-
tention and stated reason” in which the co-
median trio Dacho Club appeared in is better
known, isn’t it?

U Is there such a TV commercial? I didn’t
know.

S I’ve seen the Cup Noodle’s TV commercial
”Real intention and stated reason” in which
Dacho Club appeared only once.

U What kind of story was it?
S If you get to know the stories background,

you could better enjoy watching the Cup
Noodle’s TV commercial ”Real intention and
stated reason” in which Dacho Club ap-
peared.

U Recently there are many commercials that
continue in a series like dramas.

S It was interesting watching the Cup Noodle’s
TV commercial ”Real intention and stated
reason” in which Dacho Club appeared.

Table 3: Example of dialogue in type (b) dialogues. U
represents the turns by a human participant and S repre-
sents the turns by the proposed dialogue system.

new keyword Cup Noodle was presented by a human
participant, then the system expanded the topic by
informing there is a series of interesting Cup Noo-
dle’s TV commercials that the comedian trio Dacho
Club appeared.

We present these prepared dialogues to the work-
ers in charge of the assessment by randomly shuf-
fling the order of the dialogues for each keyword.
We set up nine criteria to collect the workers’ judg-
ments on the dialogues as classified in Tab. 4. For
the question concerning criterion C1, the workers
answered in the order of their preference for the di-
alogues. The order was 1 for the best one and 5 for
the worst. While for the question concerning crite-
rion C2, the workers answered using a 4-point Likert
scale: 4 for strongly agree, 3 for agree, 2 for dis-
agree, 1 for strongly disagree. For the rest of the
criteria, the workers answered using 6-point Likert
scale: 6 for excellent, 5 for good, 4 for rather good,
3 for rather poor, 2 for poor, and 1 for terrible. It
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must be noted that criteria C2 and C7 are related and
they are also used for checking the reliability of the
judgments by the workers.

A Kruskal-Wallis test was performed on the re-
sults of the judgments by the workers to see whether
there were statistically significant differences in the
distributions of the scores selected by the workers
for the five types of dialogues. The results are in-
dicated in the notched box plots for each criterion
in Fig. 6 – 14. It must be noted that we divided the
workers into two groups with six workers to check
the influence of the selection of workers. The boxes
for dialogue types (a) to (e) are placed from the left
to right in each plot. Although slight deviations are
seen, the plots for the two worker groups basically
agree with each other, which confirms the reliability
of the results of the judgments by the workers. In ad-
dition, we found the type (a) dialogues have the best
assessment for all the criteria with only slight devia-
tions; there are cases where the boxes even collapse
as seen in Figs. 6, 7, and 14. The plots in Figs. 7
and 12 do not qualitatively contradict each other as
well. Thus, we can confirm all the workers earnestly
conducted their evaluations.

C1 Personal preference for dialogues
(like or dislike)

C2 Quality of expanding topics as a chat
C3 Quality of naturalness of utterances

as a chat
C4 Quality of interest of content in utter-

ances
C5 Quality of usefulness of information

in utterances
C6 Quality of naturalness of continuity in

two consecutive utterances
C7 Quality of continuity from topic to

topic
C8 Grammatical appropriateness of ut-

terances in Japanese
C9 Semantic appropriateness of utter-

ances
Table 4: Criteria for assessment

The type (b) dialogues were judged as the high-
est next to the type (a) dialogues, outperforming
other types of dialogues in most of the plots. The
widths and shifts of the notches of the boxes indicate
that the type (b) dialogues were statistically signifi-
cantly superior to the other types of dialogues from

(c) to (e), showing the effectiveness of our proposed
method. Qualitatively the same plots were observed
for other criteria as well. Surprisingly, in criteria C4
and C5, the type (d) dialogues gained a better as-
sessment than the type (c) dialogues; nevertheless
the type (d) dialogues were made only by the sys-
tems and the type (c) dialogues involved the human
participant. This shows our method is especially su-
perior in generating interesting and informative ut-
terances compared to the baseline dialogue system.

group-1 group-2
Figure 6: Plots of Kruskal-Wallis test for criterion C1.

group-1 group-2
Figure 7: Plots of Kruskal-Wallis test for criterion C2.

group-1 group-2
Figure 8: Plots of Kruskal-Wallis test for criterion C3.

5 Related Works

There are several modeling in the data driven ap-
proach. There is a statistical machine translation
modeling for generating chat responses to the user
utterances (Ritter et al., 2011). In this approach,
generating a response to an input utterance is re-
garded as a mapping in translation. Collabora-
tive filter modeling was also investigated, where re-
sponses are selected in terms of the user prefer-
ence (Jafarpour and Burges, 2010). Making use of
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group-1 group-2
Figure 9: Plots of Kruskal-Wallis test for criterion C4.

group-1 group-2
Figure 10: Plots of Kruskal-Wallis test for criterion C5.

group-1 group-2
Figure 11: Plots of Kruskal-Wallis test for criterion C6.

group-1 group-2
Figure 12: Plots of Kruskal-Wallis test for criterion C7.

group-1 group-2
Figure 13: Plots of Kruskal-Wallis test for criterion C8.

group-1 group-2
Figure 14: Plots of Kruskal-Wallis test for criterion C9.

recently raising crowdsourcing as a novel dynami-
cal resource has also been proposed (Bessho et al.,
2012).

6 Conclusion

We proposed a novel graph-based approach in this
paper for the generation of system utterances in
open-domain dialogue systems. Being different
from ordinary statistical approaches, which basi-
cally select system responses from the utterances in
a dialogue corpus that match an input utterance in
surface-level similarity, utterances that semantically
match an input utterance are generated by making
use of the label propagation algorithm over an as-
sociation graph of words and utterance patterns ex-
tracted from a dialogue corpus in the proposed ap-
proach. Thus, it is possible to generate non-trivial
utterances that do not match the input utterances in
surface-level and the topics of a dialogue can be ex-
panded naturally.

We also proposed a framework for effectively col-
lecting utterances and denoting the annotations si-
multaneously by making use of crowdsourcing and
cloud open collaboration platforms. This framework
is considered to have an advantage over the frame-
works that make use of microblogs or Wikipedia in
that we can control the quality of the contents of a
dialogue corpus.

We implemented the proposed algorithm by con-
structing a considerably large dialogue corpus.
The subjective evaluation was performed by using
crowdsourcing workers and the effectiveness of the
proposed approach was confirmed.

Our future work will focus on creating a dialogue
act classifier making use of the annotations of the
constructed dialogue corpus and integrating the fil-
tering of responses so that they are in accordance
with the recognized dialogue act of a previous utter-
ance. Then it is expected that we can generate more
natural responses than the current system can.

The framework of the label propagation can also
be extended by adding more layers to the association
graph, such as adding a layer of topic nodes. Then,
the expansion of topics can be controlled by speci-
fying the target topics that a system wants to move
to.
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