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Abstract. This paper presents a comparison of two designs for impléngeargument
frame information on verbs. In the first design, alternatiegos will be represented with
one lexical entry pr. possible argument frame. In the otlesigh, each verb form will be
associated with only one lexical entry containing a paclegtesentation of the possible ar-
gument frames. The first design represents how valenceatiens are treated in lexicalist
grammars, while the second shows how valence alternationehandled in a construction-
alist grammar. The comparison is done with an implementedffdgrammar of Norwegian.

Keywords: HPSG grammar engineering, lexical representations, undeciBpation.

1 Introduction

In most “deep” grammar implementations, information alibatargument frame of a verb is spec-
ified in the lexicon. This can be observed in grammatical &#arks such as Head-driven Phrase
Structure GrammamHpsg (Pollard and Sag, 1994), Lexical Functional Grammars]) (Bresnan,
2001), and Combinatory Categorial Grammar (CCG) (Steed2@00). Deep grammars need to
be as precise as possible since they are not only expecteafde grammatical sentences, but
alsonot to parse ungrammatical sentences. So, in order to avoidyeneration, the grammar
needs, among numerous other things, to contain informatimut what syntactic frames a verb is
expected to appear in. The most natural place to put thisnrgtion is in the lexicon.

In this paper | will discuss one problem associated with thg argument frame information
is specified in a lexicalist grammar, namely the use of migltigxical entries for one verb form in
cases where the verb may appear in more than one argumest fliéuitiple lexical entries for one
form leads to an increased processing effort for the pafspassible solution to this problem is to
pack the information from the different entries into one.ill present a constructionalist grammar
design, where each verb form is assigned a single lexical aiith a packed representation of the
possible argument frames of the verb, using a type hierasthygument frame types to account
for argument frame alternations. | will show how the gramihesign compares tePsG which is
the framework mostly used for deep grammar implementatiand compare two versions of the
implemented grammar, one with an expanded lexicon and otteavgacked lexicon, with regard
to competence and performance.

2 Valencein HPSG

In HPSG a transitive verb has the information in Figure 1. The figllostrates how the valence
requirements of a verb is represented by means of lists aodhalw the linking to the semantics
is accounted for.
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-PHON<admil’e>
HEAD verb
CAT SUBJ<N>
VAL
comps( NP )
PRED _admire v _rel >

CONT RESTR< ARG1
ARG2

Figurel: Lexical entry for the vertadmire

For each argument realized by the valence rules (Head-@ungpit Rule and Head-Subject
Rule), an element on the valence lists will be unified withnid @hecked off. A verb projection is
accepted as a sentence when bothstbeJlist and thecompslist are empty.

Implemented HPSG grammars like the English Resource Graymera (Flickinger, 2000),
use a binary Head-Complement Rule to realize the complenfse¢ Figure 2.) This rule realizes
one complement at a time (the first) and links the rest of stadithe mother[g)) (see Sagt al.
(2003, 97)). If the complement list contains more than oeeneht, the Head-Complement Rule

will work repeatedly until thecompslist is empty*

hrase
P HEAD [1]
HEAD = [ CAT ,
VAL \COMPS<>@
VAL |COMPS[3]

Figure2: Binary Head-Complement Rule

The subject of a clause is realized by the Head-Subject RakeFigure 3). This rule has as its
head daughter a word or phrase that has an emptyrslist and an element on treuBsJlist (2)).
The element on theuBuJlist is realized as the non-head daughter, andsthgs list of the mother

is empty.

hrase
P HEAD
HEAD
= [2], |CAT SUBJ<>
CAT SUBJX() VAL
VAL
comMPS() COMPS()

Figure3: Head-Subject Rule

The fact that linking is accounted for in the lexicon mearsg tverb needs to have access to
its syntactic arguments in the lexicon. It is therefore diffi to account for verbs with more than
one argument frame with only one lexical entry. One apprdacthis problem is described in
Flickinger (2000), which implements a special type of lisi®rder to account for optional argu-
ments. A list is accepted as empty if all elements on it arekethasopPT +. This approach works
well for alternations like the intransitive/transitivetexihation, but does not completely eliminate
the need for multiple lexical entries (or non-inflectioretital rulesf There are also methods for

1 By assuming such binary structures, rather than the flat {@&adplement Rule from (Pollard and Sag, 1994, 362—
363), the account of adjuncts intervening the complemeetsines more straightforward, since a Head-Modifier
Rule can be allowed to apply in between two instances of ttelHEomplement Rules.

2 The treatment of ditransitive verbs in combination withgis becomes more challenging, since the passive lexical
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making parsing more efficient where local ambiguities areked while parsing is going on, as
shown in Oepen and Carroll (2000), where the packing is dgrtedoparser.

3 Norsyg

Norsyg is a typed feature structure grammar for Norwegiawehbped with resources from the
open-source repository of the Deep Linguistic Processiitly WPsG Initiative (DELPH-IN),® in
particular theLks system (Copestake, 2002), which is a software for parsimggaammar de-
velopment, and thelpsG Grammar Matrix (version 0.8) (Bendet al., 2002), which the gram-
mar Norsyg orignially is based on. Evaluation is done with[thcr tsdb()] system (Oepen and
Flickinger, 1998).

Even though much of the feature geometry of the Grammar khtas been kept, the design
is radically different from that of a standartPsG grammar. It is now more a constructionalist
grammar, rather than lexicalist, inspired by the approadBdrer (2005a,b) and Afarli (2007).

Norsyg (version 2011-07-28) is a grammar with 4,454 typ&8 features, 144,679 lexical
entries (of which 1,436 are hand-built), 52 grammar rules| &l lexical rules. In comparison,
the ERG (version 2010-10-01) has 7,682 types, 202 features, 33eXrf&l entries, 175 grammar
rules, and 73 lexical rules, ardcy (Jacy Japanese Grammar, version 2009-07-05) (Siegel and
Bender, 2002) has 2524 types, 183 features, 56,944 letérasj 51 grammar rules, and 69 lexical
rules.

3.1 Linking types

In the approach taken in Norsyg, linking is done in the syme&tker than in the lexical types.
Instead of assuming that a lexical entry has detailed inftion about a certain syntactic frame,
which is crucial in an approach that does linking in the leri¢see Figure 1), it is assumed that
a lexical entry by default has little information about iggtactic environment. The syntactic
frames are not projections of the lexicon. They are rathesitactions made up dfinctional
signs that is inflections, closed class lexical items, and syittauales. These signs do the linking
of the arguments of the open class lexical items that entesyntactic frames, realizing what
| refer to as subconstructions as they serve as part of arlaygerall construction. In order to
avoid overgeneration, the open class lexical items areigedwvith information that restricts the
number of argument frames they can enter.

3.2 Four valence features

In the implementation of a grammar that does linking by mesriganctional signs realizing sub-
constructions, | make use of four valence featuresql, ARG2, ARG3 andARG4), correspond-
ing to what in GB is referred to as the “external argumemi&1), the “direct object internal
argument” ARG2), the “indirect object internal argumentARG3), and “goal/locative oblique”
(ARG4). The four features hawwynsenas value* The typesynsenis given the featureiNk . The
value of theLINK feature is the typénk. In addition, there is a featurRGFRAME with the value
link. It is via this feature that a lexeme may put restrictions ¢rattypes of constructions it can
enter. There is also a featupaRT which allows a lexeme to select for particles. The typkence
now has the definition in Figure 5, rather than the definitiathuhe susJand compslists as
presented in Figure 4.

rule looks for the first element on treoMPslist to promote it to subject, and will not be able to find thesa
element in case the first is not realized.

% http://www.delph-in.net.

4 The typesynsenis a supertype ophr-synsemand lex-synsem This makes it compatible with both words and
phrases.
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valence [valence

SUBJ list ARGFRAME link
SPR list ARG1 synser[-LlNK Iink}
CcOoMPSs list
speECc st ARG2 synser{LlNK Iink}
. . . ARG3 S nSGI’[‘LINK Iink}
Figure4: The typevalencein the Grammar Matrix Y }

ARG4 synserleNK link

PART|SAT bool

Figure5: The typevalencein Norsyg

3.3 A hierarchy of linking types

The typelink has a hierarchy below it. Directly undink, there are eight types, one positive and
negative type for each of the valence features in Figure & Kggure 6 So there is onargl+,
oneargl- onearg2+, onearg2—and so on.

link

arg2+ argl+ arg4+ arg3+ arg3- argd- argl- arg2-

T/

argl-12

argl2 argl

Figure6: Thelink hierarchy

Each of the types in the bottom of the hierarchy inherits fifoor of the top types. These
types represent different argument frames. For instaree tyipeargl?2 represents an argl2-
construction, which is the frame type for transitive verike Hevourin John devoured the pizza
The typeargl is the type for unergative intransitive verbs ligmilein John smiled If we study
the hierarchy above the bottom types, we seedhgit?2is a subtype oérgl+, arg2+, arg3— and
arg4— and thatarglis a subtype oargl+, arg2— arg3— andarg4—

3.4 Packingof argument frames

The intermediate types in the hierarchy are inserted inrdod&low something that can be thought
of aspackingof argument frame$.These types have two or more bottom types as subtypes. So a
verb that is specified in the lexicon with an intermediaté liype will be compatible with all the
frames that correspond to the subtypes of the intermedidteyipe.

The verbeatcan occur with two valence frames, as illustrated in’(1).

(1) a. John eats.
b. John eats an apple.

5 The hierarchy in Figure 6 is very simplified. Most of the imtediate and bottom types are left out in order to keep
the illustration as simple as possible.

® The termpackingwas suggested to me by Lars Hellan.

7 Passive and presentational variants of the examples | arg asé not assumed to alter the argument frame, so | do
not mention them here.
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In (1a) eathas an argl-frame, and in (1b) an arg12-frame. In order dwvélhe verb to enter
both frames, it is given theRGFRAME valueargl1-12in the lexicon.arg1-12inherits fromargl+,
arg3-, andarg4-, but is underspecified with regard to arg2. It has two sulstypamelyargl and
argl2 which means thatatcan enter the relevant argument frames.

A verb like breakcan enter the frames illustrated in (2).

(2) a. John broke the cup.
b. John broke the cup to pieces.
c. The cup broke.
d. The cup broke to pieces.

(2a) has a transitive frame (argl2-construction), (2b) hasansitive + resultative frame
(argl24-construction), (2¢) has an unaccusative frang2{eonstruction) and (2d) has an un-
accusative + resultative frame (arg24-construction).rtteoto allowbreakin all these frames, it
is specified with the intermediate link-tyegl2-124-2-24 which has the four subtypesgl?2
argl24 arg2 and arg24 (not displayed in Figure 6). In all, the hierarchy below tlgpetlink
consists of 126 types. The most frequent argument framestyiil linguistic definitions are
given in Table 1. It shows that the most common alternatimuging among the verbs is the
transitive/intransitive alternation, with 1815 occuren. In comparison, the number of verbs
alternating between (only) transitive and ditransitivéés

Table 1. The 16 most frequent argument frame types in Norsyg

Frequency | Argument Alternation grouping
frametype
3335 argl2 Transitive
1815| argl-12 Transitive/intransitive
627 | argl2-124 Transitive with optional delimiter
513 argl Unergative intransitive
341 | argl-14 Intransitive with optional PP complement
338 | arg2 Unaccusative intransitive
139 | argl2-14 Transitive/intransitive with PP complement (if intrams)
124 | argl-12-14 Transitive/intransitive with optional delimiter (if irdnsitive)
114 | argl4d Intransitive with PP complement
105 | argl2-2 Transitive/unaccusative intransitive (causative/irative)
81 | argl2-124-14 | Intransitive/transitive with optional PP complement
76 | argl24 Transitive with PP complement
75 | argl-2 Unergative/unaccusative intransitive
74 | argl23 Ditransitive
59 | argl2-123-124 Transitive/ditransitive with optional delimiter (if trartive)
56 | arg12-123 Transitive/ditransitive

3.5 Thecomposition of subconstructions

Figure 7 gives a simplified illustration of how the informati about realized subconstructions
in the syntax and argument structure information specifiethe main verb is represent@dAs
the figure shows, each valence rule switches a negative value in the mother to a positive

8 This tree does not reflect the fact that syntactic structpreduced by Norsyg actually are left-branching, with the
initial constituent at the bottom-left.
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LINK value in the daughter. The top node has only negativg values. In this way, theINk
values in the bottom of the tree reflect what subconstrusteme realized higher up in the tree.
The argument structure information specified on the maib v®igiven as value of the feature
ARGFRAME (argl-12) The tree also illustrates how linking is done by subcomsiwas, rather
than in the lexicon. The semantic representation compasé&igire 7 is a decomposed version
of the semantic relation in Figure 1. The relations intratlby the subconstructions in Figure 7
can be seen as Parsoninan sub-events.

ARG1|LINK argl— uni-link
CAT|vAL ARG2|LINK arg2— ARGFRAME
ARG3ILINK arg3— ARGI1|LINK
S ARGA|LINK argd— ARG2|LINK
ARG3|LINK
LBL [0
C-CONT( ! argl_re ! ARG4|LINK
~— | ARGO

- T Figure8: Unification of LINK values

NP I ARGLILINK argl+] | @NdARGFRAME value.

| CAT VAL ARG2|LINK arg2—
John ARG3|LINK arg3—
VP ARG4|LINK argd—

C-CONT( ! arg2_re LBL !
FAGeteY RGO 2|

S

[ ARGFRAME argl-1 1 NP3
ARGI1|LINK argl+ |
CAT|VAL |ARG2|LINK arg2+ Mary
V ARG3|LINK arg3—

ARG4|LINK arg4—

LBL [0]
CONT( ! . !
PRED _admire_v_re

admires

Figure7: Information about realized subconstructions.

The typeuni-link (see Figure 8) unifies thenk values with the argument structure information
specified on the main verb (the value MRGFRAME). This type applies to constituents at the
bottom of the tree where the linking information is avaitabl In the analysis of a transitive
sentence like that in Figure 7, the typagl+, arg2+, arg3— arg4— andargl-12will be unified.
This gives the typargl2(see Figure 6).

3.6 Lexical typesin Norsyg

There are 100 handwritten and 126 automatically deriveiddéentry types for verbs in Norsyg.
The lexical type for a transitive verb with an optional NP edltj like eat is presented in Figure
9. The featureaRGFRAME is given the valueargl-12 which means that the verb is compatible
with both the unergative intransitive frame (argl-corstion) and the transitive frame (argl2-
construction). ThedeAD value of the (optionalaRG2 of the verb is specified to beominal
Since optionality is expressed by means of the argumentefriyme, there is no need for the

® This unification is left out in Figure 7 in order to show how thrking types end up at the bottom of the tree.
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featureoPT on syntactic arguments. TaRT|SAT value isplus which means that the verb is not
a particle verb.

argl-12_np_le
ARGFRAME arg1-12

CAT|VAL |ARG2|CAT|HEAD nominal
PART|SAT +

Figure9: Theargl-12_np_letype

The lexical type for verbs likgaint, which can be both intransitive, transitive and transitive
resultative, is given in Figure 10. TR&RGFRAME value is specified asrgl-12-124 which means
that it can enter an unergative frame, a transitive framd,aatransitive frame with a delimiter.
TheHEAD value ofARG2 is specified to beaominal and theHEAD value of ARG4 is specified to
bead]. This ensures that the internal argument is an NP, and teatdlimiter is an adjective.

argl-12-124 np_ap_le
ARGFRAME argl-12-124

CAT|VAL |ARG2|CAT|HEAD nominal
ARG4|CAT|HEAD adj

Figurel0: Theargl-12-124 np_ap_le/pe

Given the means | have described for restricting the syiataavironment of verbs in Norsyqg,
the ARGFRAME values, thedEAD values of theaRG2 andARG4 arguments, theey value of the
ARG4 argument, and therReD value of the particles, one is free to give very specific aaists,
only allowing one particular argument frame, or one canHetdonstraints be less specific, so that
the verb can enter more frames.

3.7 Adaptation of Norsk Ordbank

Norsyg is adapted to Norsk OrdbaHkwhich is a full-form lexicon for Norwegian with 1,179,549
entries (148,141 different lemmas). The verbs in Norsk @niitare annotated with the argument
frame information from the NorKompLeks projedt. A program convlexconverts the lexicon
into a format compatible with the Norsyg grammar (143,26Bilected lexical entries, of which
8,647 are verbs). It gathers the argument frame informatimut each verb and creates the corre-
sponding type if this type does not exist already. This isroftecessary if a verb can enter many
argument frames. The lexical types for verbs have five kirfdaformation. First, they spec-
ify what kind of constructions the verb can enter. If the vean enter the argl-construction, the
argl2-construction, and the arg124-construction, itsggaed theARGFRAME valueargl-12-124
Second, they specify theeAD value of theaRG2 argument (if applicable). If therG2 is either

an NP or a subordinate clause, the new verb lexical entryibtperits from the typerg2_cp-np
Third, the ARG3 value is specified to be a reflexive (if applicable). Fortie hew verb lexical
types specify therG4 value (if applicable). If theRG4 value is a PP, the type inherits from the
typearg4 pp Fifth, the new verb lexical entry type specifies whethentbib is a particle verb.

If it is a particle verb, it inherits from the tygeart-verly and if not, it inherits frormon-part-verb
Other information, like theReDvalues of selected particles and prepositions, is speaifiezhch

10 http://www.edd.uio.no/prosjekt/ordbanken/

11 NorkompLeks (NKL) is a Norwegian computational lexicon dmped at NTNU, Trondheim, Norway. It contains
information about inflectional patterns and phonologiegiresentations as well as argument structure frames for
verbs. There are 105 different codes for argument strudtanees in NKL, and each verb is provided with a list of
codes showing the possible argument structure frames.
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individual lexical entry. Based on the argument frame infation specified on verbs in Norsk
Ordbank, the lexicon conversion program builds 126 newdypeverb lexical entries in addition
to the 100 lexical entry types for verbs that already exist.e&ample of an automatically created
verb lexical type is given in (3).

(3) argl2-124-2 part_np_pp_le := arg2_np & arg4_pp & part-verb &
[ SYNSEM LOCAL. CAT. VAL. ARGFRAME argl2-124-2 ].

The type in (3) is the type for the verlesse(‘corrode’), helle (‘pour’/'slope’), hive (‘throw’),
kippe (‘flip up’), and knalle (‘crack’). What these verbs have in common, is that they c#eare
the argl2-construction, the argl24-construction, an@tg2-construction, hence tA& GFRAME
valueargl2-124-2 The verbs are particle verbs, so the type inherits faart-verh The verbs
require an NP as value @flRG2 and a PP as value eiRG4 (if applicable), so the type inherits
from arg2_npandarg4_pp

The entry of the infinitival form ohelle in Norsk Ordbank is given in (4), where the fields
in angle brackets show what argument frames the verb can emtet r ans2>, <adv6>, and
<part 1/ ut>.

(4) 27112 helle helle verb inf <intrans2> <adv6> <partl/ut> 021 1

These argument frame specifications are translated intayfiee in (3) according to a ta-
ble distributed with the Norsyg grammar (‘nki2lkb.txt"). Mgn appearing alone&i nt r ans2>
translates into the typarg2_np_le(the type for intransitive unaccusative verbsydv6> trans-
lates into the typeargl24 np_pp_lgthe type for transitive verbs with PP complements), and
<part 1/ ut > translates into the typargl2_ part np_le(the type for transitive particle verbs
(the PRED value of the particlaut (‘out’) is specified on the lexical entry)). When these thage
gument frames appear on the same lexical entry, thedygk2-124-2 part_np_pp_lis created,
as shown above. It accommodates all the frames just medtibne lexical entry ohellein the
Norsyg grammar is given in (5).

(5) helle-v := argl2-124-2_part_np_pp_le &
[ STEM <"hel | e">,
I NFLECTI ON v1,
SYNSEM LKEYS. ALTKEYREL. PRED _ut _p_rel

SYNSEM LKEYS. KEYREL. PRED " _helle v _rel" ].

4 Comparison of ‘packed’ vs. expanded lexicon

In order to check the impact of a lexicon with packed argunframhe representations as described
in the previous section, | used thenvlexprogram to generate two versions of the lexicon. In the
first version, all verbs were given packed representatiand,in the other, each argument frame
version of a verb was spelled out as a separate lexical entry.

This means that a verb that has the tgrgl-12 np_le(see Figure 9) in the packed lexicon,
in the expanded version is given two lexical entries, onéheftypeargl_leand one of the type
argl2_np_lgone for each of the argument structure codes assigned loyithieal Norsk Ordbank
lexicon). 5,329 of the verbs from the Norsk Ordbank lexicom lssted with only one frame, and
are therefore given only one lexical entry in the expandeidde, while 3,318 verbs are listed with
more than one argument frame and are given the correspondimdper of lexical entries. This
gave me an expanded lexicon with 12,213 lexical entries éobs; rather than the 8,647 lexical
entries for verbs in the packed lexicon, an increase of 3,566

The data used for the comparison are taken from a 37 milliord vidorwegian Wikipedia
corpus (2,252,972 sentences). | selected 8,271 sentean&sining 5-10 words where all the
words were covered by the dictionary of the grammar. Thisssedferred to ad\ll itemsin the
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next section. The grammar had a coverage of 5,105 senteriitethe/packed lexicon and 5,078
sentences with the expanded lexicon. Of the sentences #ratparsed with both version of the
lexicon, 3,446 sentences were given the same number ofsasalyith both versions. This set is
referred to ag£qual coveragen the next section. | also created a third set of sentencesanh
excluded the sentences containing the copula @n@ére ‘to be’ from the Equal coverageset,
since they are likely to be overrepresented in the data.i¢&yphort sentences in the Wikipedia
data are sentences likeesotho er et land i AfrikdLeshoto is a country in Africa’.) This set is
referred to adNo copulain the next section and has 1,902 items.

5 Resaults

I let the grammar loaded with the two different lexicom@¢kedand expandell parse the three
sets of sentences described in the previous sedibitdms Equal coverageandNo copuld and
compared the results. Table 2 shows that the two versiorteajrammar, as already noted, have
similar coverage on thall itemsset (61.4% and 61.7%), and, as expected, the same coverage
(100%) onEqual coverageandNo copula The two versions produce slightly more analyses on
average with the expanded lexicon (23.69) than the packeécble (20.58) forAll items For the
Equal coverageandNo copulasets, the two versions (as expected) produce the same naiber
analyses (14.39 and 13.66, respectively). More impostathtb table also illustrates the difference
in lexical ambiguity of the two grammars. The difference éxital ambiguity of expanded vs.
packed is 4.20 vs. 3.41 ol items 3.73 vs. 3.20 orcqual coverageand 3.81 vs. 3.22 oNo
copula This means that on average more lexical items are entetedhie parse chart with the
expanded lexicon than with the packed lexicon.

Table 2: Comparison of competence

Expanded lexicon ‘Packed’ lexicon
Data items | lexical | analyses| coverage| lexical | analyses coverage
(%) (%)
All items 8,271 4.20 23.69 61.4| 341 20.58 61.7
Equal coverage 3,443 3.73 14.39 100.0 3.20 14.39 100.0
No copula 1,902 381 13.66 100.0f 3.22 13.66 100.0

Table 3 shows how the use of packed argument frames affexigetfiormance of the parser,
compared to the use of the expanded lexicon. When applide:tqual coverageset, the number
of tasks is reduced by 10.7%, and the use of space is redutied 8vB%. Similarly, the number
of tasks is reduced by 12.8%, and the use of space is reduted 8:2%, when applied thlo
copula The numbers showing reductions fAll data are less reliable, since the set includes
sentences where the two versions of the grammar produeahtfnumbers of analyses.

Table 3: Comparison of performance

Expanded lexicon ‘Packed’ lexicon| Reduction (%)
Data items | tasks space| tasks space| tasks| space
All items 8,271| 3,265| 208,324| 2,480| 139,430( 24.0 33.1
Equal coverage 3,443 | 2,022| 102,964| 1,805| 69,540| 10.7 13.3
No copula 1,902 1,341 59,080| 1,170| 51,294| 12.8 13.2

One possible objection to this test would be that a grammtrowt the packing of argument
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structure information could be implemented in a differerywthat would make parsing more
efficient. However, this comparison is only done for testimg impact of the packing of argument
structure information in a grammar that is implemented Isinto Norsyg.

6 Conclusion

| have compared two versions of a lexicon for a grammar implaation. One, where valence

alternations are accounted for by means of multiple Iexécdties, and one, where valence alter-
nations are accounted for by means of packed type constrdiritas been demonstrated that the
packed version of the lexicon introduces fewer lexical ge@mthe parse chart. The use of the
packed version of the lexicon also leads to a reduction é&tpsrformed and space used by the
parser.
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