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Abstract: In this paper we will discuss the Auto-extraction of paraphrases of letter-word phrases in
live Chinese texts. The paper discusses the modes of conventional dictionaries firstly, and then gives
the principles of paraphrase of letter-word phrases; with an analysis of the examples of letter-word
phrases paraphrases secondly, and then gives their formalized denotations and presents an
auto-recognizing algorithm for bilingual synonymous letter-word phrases; lastly, based on the
labeled result of our auto-labeling software of letter-word phrase, uses the vector space distance to
extract the paraphrase of letter-word phrases in live Chinese texts.
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1 introduction

Traditional dictionaries have the veracious meaning expression, and rational, normative language, and
better systematic semantic systems. The paraphrases in dictionaries are generalized from the collection
of example sentences which are gathered from the fields that seemed most feasible. Therefore compiling
a dictionary always cost a great deal manpower, material resources and time. The renewed period of
traditional dictionaries has not adapted to the increasing and changing of new words and new meanings,
so using computers to help the compile of dictionaries is brought forward.

About the extraction for the definition, [zhang Yan, 2003] instructed a definition extraction means
for Chinese terms, which based on Chinese syntactic parsing. They segmented and tagged the corpora of
computer domain with part-of-speech firstly, then used two parsers to gain structures and phrases of
sentences. They summarized the structures characteristics of term definitions and  automatically
extracted the patterns of definitions. Finally they gave an algorithm to define a new term according to
their knowledge database. Their algorithm to define a term needs concept semantic knowledge and other
knowledge, and segmented and tagged texts. In 2004, XU Yong et al presented an experiment of web
based term definition retrieval system. For a given term, the system used the algorithm based on term
definition patterns with indicated words to extract its definition. The two means of definition extraction
are all for given terms, and have available to some extent.

We think that definitions are for terms, the paraphrases are suitable for letter-word phrases
(hereinafter we will use “LWP” to denote “letter-word phrase”) in live Chinese texts in general field.
Therefore in this paper we’ll discuss the principles of paraphrases of LWPs firstly, and then generalize
their formalized patterns based on the collection of paraphrases of LWPs. Secondly, we’ll analyse the
especial paraphrases, bilingual synonymous LWPs, and present an algorithm to obtain this kind
paraphrases. Thirdly, we’ll label the LWPs using our auto-labeling software, and then put forward an
algorithm to extract the paraphrases of LWPs.

2 The principles of our paraphrase of letter-word phrases

LWPs, especially those prevailed in general media, many of them are terms or proper noun, and
most readers have no acquaintance with them, so they want to know the meaning of them. With their
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increasing quickly, we have to use machines to help extracting their paraphrases. But what is the extent?
What are the principles?

With analyzing different requirements of dictionaries and investigating paraphrases of LWPs in live
texts, we would conclude our interpretation criterion.

From the book by FU Huiqing, and the paper by LI Xiyin, we can conclude that traditional
dictionaries use about four forms to interpret a word.

a) Genus name and differentiae addition. This pattern is used usually to define a term. The

differentiae would be properties, reasons, degrees, functions, effects, or extents etc..

b) Synonymous words interpretation. Interpreting a word with its synonymous words.

¢) Translation with bilingual synonymous words.

d) Depiction, explanation. Depicting or explaining a word with its phenomenon, characters, relations,

parable etc.

[ZHENG Shupu, 2005] Russian Scelba considered that cyclopedias and common dictionaries are
different in defining a word. Common dictionaries provide an interpretation to help readers to
understand the meaning of a word, not a complete interpretation of the word. And long before ,Russian
term scholar Liefu’ermaciji presented that terms in textbooks or in news papers are secondhand, which
are derived from scientific terms, their interpretation demands are different from scientific term system,
for they just relate to some keywords, and don’t relate to whole term system.

The LWPs in the paper were from general media, most of them were terms or proper nouns.
According to the argumentation above, we think that paraphrases of LWPs are not the cyclopaedic
definitions, they are generally common interpretations. In fact, for most readers it is better to give an
interpretation like “a standard of information communication.”, “a sort of computer virus.” than a
scientific definition. Thereinafter, our paraphrases of LWPs are common dictionary interpretations.

3 The paraphrases patterns of letter-word phrases in live texts

Our paraphrases extracting process is based on no segmented and tagged texts, we have to find out
LWPs firstly, and then retrieval the paraphrase sentences.

The paraphrase examples are a byproduct of our collating software, videlicet, during our collating
we can enregister the encountered interpretations by the record function of the software. So we get hold
of 400 paraphrases of LWPs. Some of these paraphrases are repeated, but they were from different texts,
and with different contents, with different points of view. They are beneficial for us to find patterns of
paraphrase.

Through investigation, we find that there were two types paraphrases of LWPs, one has steady forms,
the other has no form. The former paraphrases with mark words. Such as:

FAD2 & —Ab¥tafe ig By BRAFAL I A0 Ao g By R 09 B, ATvRILsi A K AR T 2R, £
EREAY T AL, AL BILY, QIEARIKA REEITEE, LMD TR,
THOBERERETEA “FAFTL”, HARRF/M RE. CRAFEHRAHNA. L5
ARME KB, BRNAFANTACRE U+ FACR A ARAR AT LA O BE TR 6930 %
PH XA E32E, RE/MO KB TAEARN RRILLRREE &~ A TR BUL. Ak
RHOBZUHARLENARFBERRE. BT, B AER. 22| &M eER
AHCREE. R FL. KA R. Rk, AR, ABRPURESRG, LERE
R IE
The “LWPZ&—Ffi-eee- Fyeeese Y, CLWP, B SR/ AR ” are mark words. The latter interprets a LWP
using its contexts without mark words, and readers may see the meaning from the contexts, such as:
# (B R Tk E) RE, MEILEA B0 A= B11, —Fe94£k)A 20 0 80, B10 4%
FF T, A FFREHRGEM, A REHE. CHRELAFLEDI, 2
AMhEEFAL, Bl Lalkm.
Rk BER. mEX. ZE. FE. FAA. BAR. ZERKT A 8 BAFAIL, I
MegdE, RAAIL, RA, BNmR, 25455 BeMFALE SR, TEGBE
R BUR £ B R F—R, B RARRVAYIEN L. BE B AP K i S dn 23,
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This sort LWP may have deep structure, but now we haven’t do farther analysis. This paper we only
study these LWP’s paraphrases with steady forms.

From our invesitigation, we find that just three types of common dictionarie paraphrases are shown
in the paraphrases of LWP, such as genus name and differentiae addition, translation with bilingual
synonymous words and depiction, explanation.

The paraphrases of LWP, which could be formalized, can be divided into six groups, such as:

a) the form with “4&”, like “LWP %*ﬂ’ ...... ”, “LWP J&...... (K4 5| fRIFR, J&—Fh...... ”etc.

b) the form with “BI”, like «......LWP B[, H}...... ”

cnmmmwmwaﬁﬂme%M%ﬁm&ﬁm&ﬂmZﬁLWP ...... [f......”

d) the form with “Fr Ay, like “HEFR Ay | i FR K| FR Ky LWP ... M...... ”

e) translation with bilingual synonymous words, like “ [E A4 Y45 (BGP) 55 4148
(WTO) ”

f) dash paraphrases, like “...... LWP...... ”,

We don’t differentiate between simple interpretations and complete definitions in extracting process.
We obtain interpretation sentences from LWP whereabouts to next sentence, for most interpretations of
LWP are covered to this extent.

We find that the two types interpretation, translation with bilingual synonymous words (we call them
bracket interpretations) and “#&” structure interpretation, take about 90 percent by our investigation, so
this time we just extract the two types interpretation.

4 Interpretations of translation with bilingual synonymous words

In Chinese texts bilingual LWPs can be classified as follows:
: complete Chinese character+( complete English corresponding words)
complete Chinese character+( English abbreviation)
English abbreviation LWP+( complete English)
: English abbreviation LWP +( complete Chinese corresponding words)
bilingual LWP+(complete English or English abbreviation)
complete English LWP+( English abbreviation)
: complete English LWP +( Chinese corresponding words)
bilingual LWP +(Chinese or bilingual words)
For instance:
A: 2K E 4 (Global Environment Facility, f&#KGEF)
T &R E M (WLAN, Wireless Local Area Network)
B: 2RI Z AL (GEF)
B FRAF 284, (1S0)
C: TD—SCDMA (Time Divided Syn - chronization CDMA)
GEF (Global Environment Facility)
D: DOT (&5 *f ZAFRM) #HA
COD (AL AE )
“M—office” (H4TF£)
E: Z%00 (Hack.0OicqHack)
X4t K424 b7 B A &L (CT)
F: National Council for Social Security Fund, PRC (45 : NaCSSeF)
G: EVALUATION BASED ON RESEARCH ( 2 F A5 69 3F-4F )
EXCHANGE INFORMATION ( 374z &)
H: BiZ ¥ RSwatch (#R#)
ERP##F (enterprise resource planning, &L FFREHE)
JFCBD (A4 T wX)

FTOTmYUQwE»
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About this type interpretation, we designed a module to process.

In order to extract this type interpretation, we must consider three didymous punctuations, such as
< ML 5 AN HE TR EDY (¢ (SCM PRED 7 ) 7, it contains 5445, marks and brackets. We
design a code system firstly, for codes are simple and contain more information than texts, and then an
algorithm was put forward based the code system.

a) The code system

this system memorizes the state about three didymous punctuations used in a bilingual LWP with six
codes. Thereinto, the former twain codes denote brackets, the middle twain codes denote quotation
marks, the latter twain codes denote 15445 For every twain codes, the first one denotes whether one
didymous punctuation appeared in a LWP, it has three meaning, such as “1 ” means the left punctuation
appeared, “2” means the right punctuation appeared, and “3” the left or the right punctuation don’t
appeared at first position of the LWP. The second one denotes position of one punctuation, it has three
forms and four states, “1” the left punctuation appeared at first position of the LWP, “2” means the right
punctuation appeared at first position of the LWP, “0” means one punctuation don’t appeared or had
appeared in couples. For example, “113131” can denotes a left bracket appeared at left first position, and
a left quotation marks and a left “{” appeared at other positions, such as “( “{SCM”. “103030” mean
three didymous punctuations appeared in couples, such as “ ( “GATT1994” ) .

b) The process flow

The first step, we need to scan a letter string in one text, and transfer the function iskuohao () to
encode the letter string with our code system. The second step, according to the codes, judge whether
any punctuations had not appeared in couples, and if there are such punctuations, then transfer the
function iskq () to scan two sides of the letter string to obtain the other one of these punctuations. The
operation order is brackets, then quotation marks, and then “{,)”. This step generally circulate two times.
The third step, examine the string obtained from above step, if there are any quotation marks, then
examine if there are any irregular punctuations within the quotation marks, if it is true, then take out the
quotation marks part. If all punctuations in the string are in couples, then transfer the module, which
obtains the collocation Chinese characters, and then record the bilingual LWP.

We have 712 items bilingual LWPs from the People’s Daily in 2002.

Here, we will chose “/&” structure to illustrate our extracting experiment, the others we’ll discuss in
future work.

5 the paraphrases patterns of “J&” structure

We conclude the paraphrases patterns from 400 examples of LWP paraphrases, such as:
a) “LWP ;Eé ...... E(j ...... éﬁ{%’”

b) “LWP 7\% ...... E(] ...... éﬁ'%’, ...... s ;Eé ...... »
C) “LWP ;Eé ...... E(] ...... g‘ﬁ'%’ JERTTRPR s %" Hleeeoee »
Such as:

CMMA KA “Re ) s EARRLY W45 5, = —AF A TRkt @ fit 7 4 B L B4k i
REW T &, RHERM A 5 RAEN—EATRE, METFRAEFRIRGETER T
e R & 5.

d) LWP iEll:E’J ﬁﬁ\'
e) LWP %%ﬁﬁ;, ...... , iEli: ......
f) LWP %%ﬁﬁﬁ;, ...... , %ﬁ\ﬂﬂ ......

Such as:

QFIIZQualified Foreign Institutional Investors ( A4%64359MHAIIZ K E ) 44 & 4%,
QFIIAUH] 2 F8 41 B & AL 3% KA B 35 4 2709 KARIA B B A A —FP T 4 4] a4,
OFITH|EREFARE HRTAFHOE RFME, RIKF. BEFBGESLT G604
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iR, GAEHE. 6F. BEAMEHFTHOZREN, £ PR LA, I
AR A —HF 18 ﬁlﬂﬁﬁﬁgﬁigl #IM a7 K.

h) LWP ZEILZFI/‘J
Such as:H B - CR LR ZLRLHRARFFRE, GRIFHELL., 2AFREFX
M. Hety (CRRY FAHFEFTARPTHAE.

i) LWP, ZEIL: ...... E{] ......
F B R R KB AL (STARTIL) , 1993417 dyet Flék et At M (e S 5 %
8. FHIEI0F A& B HIRL/ 369458k, FHR T 5 ik o) i A FRigid 558 430

A2,
j) LWP &35------

QFI LA 2 4541 B & AL 3% FAA B 35 M 3L 09 TASA Z 5 B
k) LWP J&fg----- [f]eeeees

GDPRIE—NER (MR ) E—F iR TAELLA F 2T F N LI RLRK.
GDP 2 45 E £ RNz F ey A & 2 mAmE. W Hl, S FA L B 3% R 46538
{83k 5 iZ it FAECDP .

1) LWP, %?E ...... E(] ......

m)LWP, F5F &
T ANEE T 3Le936, 89— T —REBEARBHERE A%, CEAERNFTRE, L350
MEFAE iR R, TG R IAT R 255308 @ a9t 4.

n) LWP Z%—A%EIJ ......

0) LWP, %gﬂz ...... E{] ......
FAD2 & —AF 45400 g iy BRAE AL IR T F0 A IS By BR 09 B, sl lahm A K BEA 245 A, A
KEEHEM P HE.

p) LWP, fijFK LWP, j&------

q) TP LWP, & Feeeees

r) fﬂﬁﬁ\' LWP, EZEIL: ......
N R IARF L T % (Personal Phone System) , & #RPHS, 2 —FANAAFRLZIEAL L.
CRABEZHA, BEETIEENALEEL, HA /% (FRLTEFMN) AL
KO F REARMEER, FEAETX ENE LR ERBFETELMIE, TELLN
BEZTRENSIMEN, MAFMIEYT. RIT RN . BIRwE,

"""" ” are the other characters in paraphrases sentences excluding the label words, when we regard

punctuations and the other characters as coordinate, the above patterns could be reduce to fifteen
patterns. We find that “/£$5” and “J&--+--”arranged in pairs or groups with “fijF5”, “4i 5" always a

paraphrase sentence.

6 The auto-extracting algorithm

When we could recognize a LWP, then we could extract a paraphrase sentence, so we make use of our
auto-labeling software [see also ZHENG Zezhi, 2005] to tag the LWP firstly, and then extract LWP

paraphrases.
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The experiment steps

1) Tag the texts choused with auto-labeling software;

2) Express the sentences and patterns with vectors;

3) Extract LWPs and their paraphrases;

4) Estimate the results from auto-extracting manually and conclude erratum rules;
5) Go back 2), continue training.

The auto-extracting algorithm of LWP paraphrases

1) Express the paraphrase patterns with the mark vector patterns, fi:(w, by, by, bs, by), (=1, 2,

3,...,15) , thereinto, w is a LWP, b; (j=1, 2, 3 , 4) are mark words, b, can’t be a null, by, b, by could
be a null. Found a vector space with the fifteen mark vector patterns;
2) Extract the sentences with a LWP or more;

—

3) Express these sentences extracted at 2) step with mark vector patterns, S =(LWP, b;, b,, by, bs);

— 4 B
and S, DT Z(bi —bi)2)é, when
i1

4)  Calculate the distance between the two vectors: T,

Df_ s=0, then the current sentence is paraphrase sentence.
5) Take out the paraphrase of current LWP. Scan back forward to the head of current sentence, and
scan along to next sentence end, and then take the two sentences as the paraphrase.

7 the experiment result

Our experiment is based on 500 text files, which are from the corpus of the “People’s Daily” in 2002
and contains LWPs. From the 500 text files, we got 59 paraphrase pieces by manual work, in which 22
pieces are of “J&”structure paraphrases, 18 pieces are with mark words, others are without marker
phrases and not of ~ “J&”’structure paraphrases.

With the algorithm, we do an experiment with “#&”structure paraphrases. From the experiment result,

we got 29 pieces are of “J&”’structure paraphrases, in which 19 pieces are Useful results and 10 pieces
are not., so the usefulness rate is 19/29=65.5%, and recall rate is 19/22=86.4%.

cordef(d)
extdef(d)

The cordef(w) means the number of useful paraphrase of extracted results. The extdef(w) means the
number of extracted results.

The formula of usefulness rate is: p =

cordef(d)
orgdef(d)
The cordef(w) means the number of useful paraphrase of extracted results. The orgdef(w) means the
number of useful paraphrase of “j&”structure paraphrases from 500 text files.
An example of useful results:
<zm>P38 B I/ zm> L VA 69 U AL L 3EF R 69 £ 15 BAE FAUE], SLiB IS0 I0E
HRERRL. RF K. SIRBERNF SRR RBERARERKXER.
An example of no-paraphrase results:
<zm>CDMA</zm> AT, XL ZRAIRBZERE LM, TR RV LANALOFX,
In fact, no-paraphrase results are these paraphrases Wthh can’t provide enough information to

interpret or to make readers understand the LWP’s meaning.
As a result, we find that these patterns always gave useful results, such as:

The formula of recall rate is: T =
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BLWPAZ ..o 8] ... . 58 B | 4R

BLVPZ ..o ot oo BB AR, e .. S R
BLVPZ .o et oo BB AR, e .. . BE

ELWPZ ... ... ELWPE ... ... ... ...

If we provide category names, like “ZRET|ARE|ZH LAY A 7] ooeeee ” i.e. add category names in the
“J&” structure patterns, the number of useful results will be increased, for this measure would get rid of
some no-paraphrase results. Also if we add no-paraphrase definitive, like “RHL[HLiE----- , some
no-paraphrase results would be eliminated.

8 Farther work

By now, our training set only had correct instances, so our farther work is to tidy up the no-paraphrase
results from our experiment to form our exceptional rules, and collect category names and no-paraphrase
definitive, in order to increase the precision rate of our algorithm.

We have finished extracting “;&” structure paraphrases, but is not all-sided, we must try other
no-“;#&” paraphrases extracting. And we should study the relation between our patterns and the
normative patterns of dictionaries, ascertain the power coefficient, and then rank the same LWP’s
paraphrases.
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