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Abstract

In this study, we analyse The Flementsof Euclid by Head-driven phrase structure
grammar (HPSG). In ancient Greek, phrase structures depend mainly upon the
agreement of features (gender, case, person, etc.) so that there is much liberty
in word order; this is the reason why we adopt a unification-based grammar. In
addition to ordinary grammar rules, we add several rules which concerns ellipsis
and crossed-dependency. We show that the grammar could cover over 79% for 1154
sentences of Books 7 and 8 of The Flements.

1 Introduction

The Elements, the colossal collection of fundamental propositions in mathematics, was
compiled from the fifth century B.C., and the existent version is attributed to Euclid,
active presumably around 300 B.C. However, the text in our possession is based on sev-
eral medieval manuscripts after ninth century. By that time the text had been copied
and edited so many times, so that it is now difficult to distinguish the genuine contents
originated by the author from those which had been added in the process of compilation
in later years [4, 8, 1].

Our objective of this study is two-fold; one is to propose a grammar for ancient Greek,
the word order of which are rather free though their phrase structures strongly depend
upon the agreements of gender, number, and case. The other is to analyze The Elements,
that is, to find the dependency of mathematical concepts, or of co-occurrence of them,
that may contribute to the restoration of the original edition.

Ancient Greek has many variations in eras and in regions. We treat the dialect of
Attika that was spoken in Athenes in the fourth or fifth century B.C. [2, 6]. Any lexical
item in a sentence may be arbitrarily omitted when it is obvious in the context. For
example, Book 7 Proposition 2:

petpeltol xal €otw 6 Z
(measurel] and let be the 7)

needs to be compensated with missing words as follows [10]: “Let such a number measure
them[ and let it be Z.”

In this paper, the italicized label in a feature structure represents its type. Also, we
arbitrarily omit accent symbols as well as guttural sound marker in the figures.



2 Principles and Schemata

In this section, we design a fundamental grammar of ancient Greek in HPSG. Although
we have consulted the modern Greek one proposed by Kolliakou [5], we need to modify
it in many aspects because it is very different in case, mood, phonology, and so on.

Besides such conventional HPSG principles as Head feature principle, Valence! prin-
ciple, Phonology principle, and Gap principle, we add Particle principle; if a daughter
includes a particle it is reversely inherited to her mother (cf. Section 3).

As for schemata, we employ the followings.

Head Complement Schema (1) regulates how a word takes a complement.

phrase R
COMPS ()

word
comps  ([1])) ] (1)

Here COMPS is a complement feature; because some verbs prepose complements, we need
to implement two different schemata for pre-/post-positions of [1]in (1).

Head Subject Schema (2) combines a phrase, the head of which is a verb, with
a subject word. In ancient Greek, a subject may be located between the complement
and the verb itself. Thus, we need to implement two schemata, in accordance with the
location of subjects.

phrase

SUBJ () ] =0 Ju suBJ ([1]) (2)
Head Modifier Schema (3) concerns the modification; if MOD (modifier) feature

in VALENCE can be unified with HEAD of a phrase, the phrase is modified. In Figure

1 (Book 8, preposition 24),% we show an example of modification; the numeric %o (two)

modifies the noun dgtfuol (numbers), and the prepositional phrase headed by npdg (to)

word ]

modifies the noun héyov (proportion), respectively.> In general, modifiers are placed in
different positions, dependent on if they are in the restrictive use or in the predicative
use. In case of the restrictive use as in ou ( EAdytotor dpthuol  (the smallest number),
the modifier is placed between the determiner and the noun; in which case the value of
SPR (specifier) of the modified phrase, which concerns the agreement, is not filled. In
case of predicative modification, the modifier is placed outside of the preposition and the
noun, as ot dapthuol édytotor (the number smallest) or €éhdytotor ol dptBuol (smallest
the number); in which case SPR is filled. The preposition does not always appear and
thus this does not matter whether SPR is filled or not, though the modifier itself must be
filled when it modifies another phrase.

phrase word
COMPS () | — [1] ]H| comps () (3)
MODS () MODS

L Although the term walence feature is used only for those that are obligatory in sentences [9] such as
complements for verbs, we extend this feature to include optional modifiers in this study.

2The main verb of this sentence #ywow (have) is in the conjunctive; thus, the whole structure is not
a sentence but a clause headed by ¢év (if).

3In an English translation of [10], the prepositional phrase by npéc (to) modifies #ywotv (have). How-
ever, because the meanings are same, we accept this result of analysis avoiding unnecessary complication
of grammar rules.
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VP
Complement H

NP

NP PP
M odw H Complement
duo apibpol TIPOG aAANAoUg Aoyov EXWOIV
Adj. Noun nom. plur prep. Noun acc. plur  Noun acc. sing. verb 3rd plur
two numbers to one another propotion have

Figure 1: A modification by an adjective

It is still arguable as to which is the head between the noun and the determiner; some
grammars regulate that determiners dominate nouns, and others are converse. Although
both of these have their own advantages and disadvantages, we regard that nouns are
heads, that is, nouns dominate determiners, contrary to Creider [3]. This facilitates the
analysis of such named geometric objects as circle O, line segment AB, and so on. In
mathematical literature of ancient Greek, these objects are often represented by deter-
miners; for example, ‘a feminine determiner 4+ two characters’ represents a line segment,
‘a neuter determiner 4+ a character’ a point, ‘a neuter determiner + Oné + two charac-
ters, two characters’, a rectangle, and so on. These phrases are considered to form noun
phrases directly from nouns, instead of forming DP (determiner phrase). Therefore, we
avoid the useless distinction of DP and NP, and render the nouns heads.

Nouns and adjectives must agree in Gender, Number, and Case are included in SPR
feature. We define decl type, that is a declinable part of speech in the type hierarchy,
which subsumes nouns and adjectives. A determiner together with a word of type decl
form a phrase with Head Specifier Schema (4).

(4)

gg;ase <>] = [ JH

decl ]
SPR ([1])

In this section, we adjusted those fundamental schemata used in HPSG to ancient
Greek. However these schemata could not accommodate some specific problems of ancient
Greek. In the following section, we augment schemata to resolve these problems.

3 Gaps and Dependency

The problems of ancient Greek mainly lie on (i) gaps caused by ellipsis of lexical items,
and (ii) crossed dependencies. In this section, we discuss these problems.

Nominalization Determiners of ancient Greek nominalize not only adjectives but also
adverbs and other phrases. If they inflect in accordance with gender, number, and case,
they could be clues to find dependencies. As we cannot assume that any kind of parts



Subject H

participle
Modifier H

apTIOq OPIBOC €0TIV o] dixa S10POVHEVOC
NP nom. Verb Det.nom.  Adv. Participle nom.
composite number is the intwo divided

Figure 2: Nominalization

of speech are nominalized, we restrict that only those under decl (declinable) can take
determiners. In Figure 2 (Book 7, Definition 6), Statpotuevoc (divided) is a participle
and functions as a verb, so that it can modified by an adverbial phrase diya (in two).
Furthermore, a participle has features of an adjective, it can be nominalized, headed by a
determiner. In this case, the corresponding determiner becomes 6 (the), considering its
gender, number, and case. Thus, those lexical items classified into decl take determiners
in accordance with SPR feature, by Head Specifier Schema (4).

Demonstrative determiners Determiners in ancient Greek also play roles of demon-
stratives. In the following sentence (Book 7, Proposition 2):

rewpbfioetal tic dpa aptBude, O¢ petprioel TOv TpO Eautod
(therefore some number will be left which will measure the one before itself),

there is only a prepositional phrase npotautot (before itself) and is no noun after the
determiner t6v. However, we can guess from the agreement of gender and number, to-
gether with context (that is, Euclidean mutual division), the determiner of masculine
single causative t6v corresponds to the antecedent of the clause dptBudc (number).

Indefinite pronoun Indefinite pronouns are used either pronouns or adjectives. When
it 1s used as a pronoun it does not inflect. However when it is used as an adjective, it
requires agreements. The following sentence (Book 7, Proposition 3):

ol AD T apBuoide dpa detBude tic petpoet
(therefore some number will measure the numbers DO G),

the noun dptBuédc (number) is modified by tic (some), and gender, number, case are agreed
in them. Therefore, in the lexicon ti¢ includes the information concerning the agreement.
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SUBJ <
COMPS < /\

DEPENDENT < [1],[2] > H
VP
ComplemenN
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ritive MOD I:SYNSEM|LOCAL|CAT| [1]HEAD decI:I

Figure 3: Backward modification

Postposition Generally speaking, dependencies rarely cross in natural language. How-
ever, in ancient Greek, a complementary phrase may appear at the tail of a sentence, to
explain a preceding phrase in the sentence, and this results in crossed dependency. See the
example in Figure 3 (Book 7, Proposition 4). In order to solve this, we need to provide us
with SLASH feature. In Head Complement Schema and Head Subject Schema, when VAL
feature is filled, the HEAD feature of the filler is retained in VAL|DEPENDENT feature.
This head in this feature may have dependency relations with a modifier at the tail of
a sentence. This mechanism is implemented in the following Post-Adjective Schema
(5).
HEAD [1

{ DEPEND  ([2]) } ~ Hl HEAD verd ] BJ () (5)
DEFEND ([1],[2]) || VAL l ]

comps ()

Ellipsis of subjects Subjects are omitted often when the verb is in the first person or
in the second person. We define Subject Ellipsis Schema (6) as follows.

phrase phrase
SUBJ () HEAD  wverb
— | SUBJ  (sign) (6)
COMPS () comps ()
MOD () MoD ()

Zero copula Copulative verbs are also often omitted, and such sentences are called
zero-copula. In particular, eipl (be) requires nominative case both for subject and for
complement. In order to admit this phenomenon, we need to revise the ordinary subject-



complement connection as Zero Copula Schema (7).

verb
HEAD
CASE nom
decl
decl HEAD
HEAD CASE nom
CASE nom (7)
suBJ ( ) suB; ()
VA suB; () VAL
\ comps ()
comps ()
i comPs () ]

Case agreement by adjectives An adjectives requires a certain case for those to be
modified. In addition, an adjective dominates the dative case when it represents degree
or time. In the following sentence (Book 7, Proposition 21):

7

el yap il €oovtal tvec v AD B €hdoocovec aplBuol €v 16 aitd Adve Ovieg
tolc AOB

(ForO if notO there will be some numbers less than AO B (being) in the same
ratio with A0 B),

the final pronoun adté (same) is used as an adjective. Thus, this takes the dative: toic AQ
B (with A, B). Therefore, the tree structure becomes as Figure 4. In addition, comparative
adjectives make their targets of comparison the genitive, and these targets can be rendered
as complements of adjectives. Such kind of complements may appear afar beyond clauses.
In order to process such long distance dependency, we define Slash Schema (8) with

SLASH feature. With this schema, an adjective copies COMPS to SLASH while HEAD

retains as it is.

L phrase
ZOTRZE’Z () HEAD  adjective (8)
COMPS 1
stast (1) SLASH §>

Distinction of nouns and adjectives
for nouns, or modified nouns are omitted when they are obvious.

In ancient Greek, ajdectives may be substituted
Although modern
European languages take nouns for subjects, ancient Greek takes an adjective as a subject
preceded by a determiner as we mentioned before; even more confusing, an adjective can
be a subject as it is without a determiner. The similar phenomenon occurs not only
for adjectives but also for participles. Thus, in this study, we put decl, that is a super
category for adjectives and nouns, in the place where ordinary other languages require
nouns. The following is an example of such a lexical item ot (is).

<gm, ]> >

word
HEAD

o (|

common verb
HEAD decl
CASE nominative
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VP/NP dat.

NP/NP.dat
H Modifier

PP/NP dat.
Complement

NP/NP dat.

NP/NP dat.
Modifier H

N/NP dat.

apiuol &V 0 aute Aoy OVTEQ T0ICA, B
N nom. Prep D dat. ProN dat. N dat. VP NP dat.
|:| number in the same ratio being with A, B

Figure 4: An adjective with the dative complement

Particle Particles in ancient Greek appear at the second position of sentences, and
with this feature these words should be treated differently from other words. Because
the particle may work as conjunctives, keeping the second position, we defined Particle
schema (9), in which particles leave only PHONOLOGY feature. We will mention the
problem of particles later in Section 5.

phrase phrase word
S [1] 9
l PARTICLE  ([1]) ] Hl PARTICLE () ] Egigo }<?;7“>ticle (9)

4 Parsing Result

In this experiment, we employ Lil.FeS parser [7] for the efficient process of feature agree-
ment. The number of words which appear in The Elements seems between 300 and 500,
though we registered all the inflections as lexical items in this study, that comes to 1,352.
We applied the grammar, including 16 schemata, to the Book 7 and 8 of The Elements
and evaluated the coverage and the efficiency. As to the coverage we counted the ratio
of parsed sentences that acquired the beginning symbol of the parsing tree, and as to the
efficiency we measured the mean time of parsing. Among those sentences, 8 sentences in
Book 7, and 7 sentences in Book 8 could not be analyzed for ambiguity. The experiment
is done with a processor athron 1800+ memory 500MB.

Both of computation time and coverage are very different between two Books; 85.9%
of 673 sentences in Book 7 are parsed in 3.531 seconds per sentence on average while so
are 69.4% of 481 sentences in Book 8 in 6.665 seconds. This is because Book 8 includes
many adjectives which dominate cases and results in ambiguity.

Post-Adjective Schema (5) and Subject Ellipsis Schema (6) surely augment possible
interpretations. In order to evaluate the efficiency of these two schemata, we compared
the coverage subtracting these schemata, first only (5) and then both of (5) and (6), from



the full grammar. As a result, we found that the ratio is impaired about by 10%, and
thus these schemata were ensured to play important roles in the analysis.

5 Remaining Problems

In this section, we summarize several difficult problems. First, the absolute genitive, that
is a modifier by a genitive participle, cannot be treated properly in our grammar; if we
admit this in MOD feature, the parser would produce more useless trees. Conjunction by
particles is another cumbersome problem. 8¢ together with pév builds a parallel structure
though verbs are often omitted; thus, only cased nouns are remained in one clause, causing
confusion to the parser. Another, no less difficult problem is that relative clauses may
precede the main clauses. In which case, the parser can hardly identify the antecedent.

In this study, we analyzed the superficial syntax of single sentences with no consider-
ation of the context. Thus, those sentences which are strongly dependent on the context
are still hard to be analyzed. If we were to improve the coverage of analysis, we would
need to develop some mechanism to inherit information from preceding sentences.
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