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Abstract

This paper presents work on adapting the Proteus Information Extraction sys­
tem to Swedish. It turned out that the cross-lingual adaptation as such was fairly 
straight-forward; however, the Proteus system design did not render itself that well 
to reconfiguration at such a low level as needed. To evaluate the adaptation, the 
system was tested on a Swedish version of the MUC-6 Scenario Template Task. The 
Swedish version performed excellently on a training corpus, but quite discouraging- 
ly on an unseen test corpus. As a consequence of that work, a new Information 
Extraction system is being designed and the layout of that system is described.

1 Introduction

A well-known problem in the area of Information Extraction regards the adaptation of 
an extraction system to handle a new class of events (Yangarber and Grishman, 1997). 
With the increasing interest in multi-lingual and cross-lingual information extraction, 
it becomes necessary to construct systems that are easily adaptable, not only to new 
extraction tasks, but also to new languages. This paper presents work on adapting the 
Proteus Information Extraction system (Grishman, 1995; Yangarber and Grishman, 1998) 
developed at New York University, to Swedish. The system has previously successfully 
been adapted to Japanese (Sekine and Nobata, 1998).

The topics covered in the following sections are: an introduction to the Information 
Extraction task, a description of the Proteus Information Extraction system, an account 
of the adaptations made to the system and some results from evaluating the adapted 
system. A description of our present work on designing a new information extraction 
system and the motivations behind it will conclude the paper.
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2 Information Extraction

Information Extraction can be defined as the task of extracting instances of a predefined 
class of events from natural language texts, and to build a structured and unambiguous 
representation of the entities participating in these events and the relations between them.

While Information Retrieval (i.e., document retrieval) systems aim at returning a ranked 
list of documents as an answer to any arbitrary information need (posed in the form of a 
query), an Information Extraction system is tuned to a specific, well-specified, predefined 
and persistent information need. Input to the system is a stream of unrestricted text and 
it outputs a structured representation in the form of a filled template or database record 
for every instance of an answer to the information need.

In Figure 1, an actual information need that could be satisfied by an Information Ex­
traction system is shown. The description is taken from the specification of the MUC-6 
Sceneirio on Management Succession.

“This scenario concerns events that would be of interest to an analyst 
who tracks changes in company management. The event object captures the 
management post, the company, the current manager, and the reason why 
the post is or will be vacant. The relational and low-level objects capture 
information on who’s “in” and who’s “out”, where the new manager came from, 
and where the old manager is going. A relevant article refers to assuming or 
vacating a post in a company and must minimally identify the post and either 
the person assuming the post or the person vacating the post.”

Figure 1; The narrative description of the MUC-6 Information Extraction Task.

A short text in Swedish and parts of the templates that could be filled in with information 
from the text, based on the above task definition, are shown in Figure 2.

Information Extraction and its methods of evaluation have to a great extent been defined 
by the Message Understanding Conferences (Grishman and Sundheim, 1996; Sundheim, 
1991; Sundheim, 1992; Sundheim, 1993; Sundheim, 1995). The conference series is or­
ganized in the form of a competition where the participating extreiction systems are 
evaluated against key templates constructed by human annotators. The metrics used to 
evaluate the systems are standard precision and recall measures over the template slots:

„  . . „  Correct Answers r. ,, r. CorreclAnswersPrecision = P  = —---------- -— ;----; Recall =  i t  =
Answer sProduced 

These values are often combined into an F-measure:

TotalPossMeCorrect

F  = [0^ + \)P R
{0̂ P + R)

Where ^  is a parameter that represents the relative importance of Precision (P) and 
Recall (R).
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Karo Bio. Per-OloJ 
Mårtensson har åter 
utsetts till VD efter 
att sedan förra våren 
ha varit ordförande. 
Mårtensson efterträds på 
ordförandeposten av 
Bertil Hållsten, tidigare 
chef för S-E-Bankens 
läkemedelsfonder.

(‘Karo Bio. P -0  M. 
has been reappointed 
president after serving 
as chairman of the 
board since last spring. 
Mårtensson is succeeded 
as chairman by B. H., 
former heéid of S-E-Banken’s 
pharmaceutical funds’).

POSITION
COMPANY
IN-PERSON

POSITION
COMPANY
IN-PERSON
OUT-PERSON

POSITION
COMPANY
OUT-PERSON

VD (‘president’) 
Karo Bio
Per-Olof Mårtensson

ordförande (‘chairman’] 
Karo Bio 
Bertil Hlllsten 
Per-Olof Mårtensson

chef {‘head’)
S-E-Bankens läkemedelsfonder 
Bertil Hållsten

Figure 2; A short text and the three simplified templates it would generate.

As Appelt and Israel (1999) point out, interannotator agreement has been as low as 60- 
80% in the MUC:s (depending on MUC-task), which indicates that information extraction 
is a difficult task also for humans. They claim that, depending on the complesdty of the 
extraction task and the preparation time, among other things, it seems very hard for an 
extraction system to reach beyond 60% of human accuracy.

Obviously, one of the main problems for an information extraction system is how to 
account for the linguistic variation in which the information is expressed in the text. 
This difficulty concerns lexical and syntactic variation as well as variation at the level of 
discourse and pragmatics. Consider the following constructed examples:

Assam Parks nye VD Fjun Fämeryd . . .
(Assam Parks’ new CEO Fjun Färneryd . . . )

Fjun Fämeryd har utsetts till ny verkställande direktör för Assam Pärks AB.
(Fjun Färneryd bas been appointed new chief executive officer of Assam Parks AB.)

Fjun Fämeryd, som igår utsågs till ny VD för Umeå-företaget Assam Pärks, . . .
(Fjun Färneryd, who yesterday was appointed new CEO of the Umeä-based company Assam Parks, . . . )

F. Fämeryd, 41' ör och nybliven direktör för Assam Pärks, . . .
(F. Färneryd, 47 years old and newly appointed president of Assam Pärks, . . . )
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Assam Pärks styrelse utsåg igår Fjun B. Färneryd till direktörsposten i ledningen för företaget. 
(The board of Assam Pärks yesterday appointed Fjun B. Färneryd to the post as managing director 
of the company)

Assam Parks har fått en ny VD. Fjun Färneryd satt tidigare t ledningen för Eckym Ropos, 
men fick lämna posten efter påståenden om insideraffärer.
(Assam Pärks has appointed a new CEO. Fjun Färneryd was earlier part of Eckym Ropos' management 
but had to resign after allegations of insider dealing.)

Just consider the difference in the first and the last example above, where, in the first 
case, a single noun phrase expresses relations that require supra-sentential inferential 
processing to deduct from the last example.

An Information Extraction system aims at text understanding, but only from the per­
spective relevant to the information need at hand. There is no need to resolve ambiguities 
in the text as long as they are not relevant to the present extraction task. Therefore most 
extraction systems make do with shallow parsing techniques (Grishman, 1995; Hobbs et 
al, 1997) and local text analysis.

3 The Proteus Information Extraction System

lEsyfiem orrhilteiure.

Figure 3: General architecture of the Proteus Information Extraction System.

New York University’s Proteus system has a cascaded finite state transducer architecture 
common to many information extraction systems. It has a modular pipelined design 
consisting of domain-independent core components with domain-specific knowledge bases 
and task-dependent components for the specific scenario at hand. The lion’s share of the 
linguistically interesting components of the system is defined in a number of pattern bases 
that are compiled at run-time into finite state transducers that perform deterministic, 
bottom-up, partial parsing and sequentially construct analyses of the text on increasingly 
higher levels of abstraction, building on the results from preceding transducers. The 
pattern bases contain rules that consist of a pattern part and an action part. A stylized 
rule to identify person names could look like
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(T itle ) '!  C o m m o n F ir s tN a m e  { M id d le In i t ia l)?  C a p ita l iz e d W o r d  T a g  a s  P e r so n \

The rule would give Mr. Fjun B. Femeryd an annotation of type Person which could be 
referred to in consecutive rules, e.g., in a pattern that identifies a company’s appointment 
of someone:

N o u n G ro u p { ty p e  = C o m p a n y )  V e rb C ro u p { ty p e  =  A p p o in t)  N o u n C r o u p { ty p e  =  P e r s o n )

The general information flow through the system is shown in Figure 3 and the functions 
of the different modules are briefly described in Table 1 (see next page).

As can be seen in Table 1, some parts of an information extraction system are independent 
of the specific extraction task at hand, and some modules have to be modified when the 
system is tuned to a new task. This does not mean that the functionality of the component 
in itself should be changed, but rather that some rules or some knowledge contents that 
modify the behavior of the module have to be changed. The same should apply when 
porting an extraction system to a new language. For an English-Swedish bilingual system, 
there should be different rule sets for lexical analysis components, syntactic analysis 
components, and scenario specific patterns as well as for the pattern generalizations, but 
the rules guiding anaphora resolution and discourse analysis could possibly be the same; 
many of the knowledge bases could be shared, but the lexical leaves of the semantic 
concept hierarchy have to be re-mapped.

4 Changes made to the system

We aimed at changing the system as little as possible, but still get a reasonably good 
result. The Proteus system was adapted to the Swedish extraction task in the following 
ways

• Input format. Since the lexical analyzer and the tagger of the Proteus system were 
not to be used, an SGML interface to the system was constructed to facilitate the 
input from any external resources. For want of better alternatives, the SWECG 
tagger and disambiguator from Lingsoft (Karlsson et a i, 1995) was used for pre­
processing the Swedish text, which then had to be postprocessed to deal with the 
inconsistent SWECG output. The output was then transformed into the SGML 
format.

• Rule predicates. A rule in the system consists of a pattern matching part and an 
action part. Some of the predicates used in the pattern matching part of the rules 
where modified to allow for richer descriptions of the matched elements. Minor 
adjustments had to be made for Swedish (Latin-1) characters to be accepted in the 
pattern matching rules and their actions. •

• Domain and task independent rules. Patterns for noun groups and verb groups had 
to be redefined, as well as patterns to identify, for example, people, organizations 
and locations.
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M odule D escrip tion Scenario
Specific

C ore m odules
Lexical analysis Assigns part-of-speech 

tags to the text
no

N am e de tec tion  and 
categorization

Identifies person names, 
company names, 
names of locations 
and possibly products

no
7

no
7

A nalysis o f num erical 
expressions

Identifies monetary expressions, 
percentages and time/dates

no

N oun group detection Identifies noun phrases 
without right modifiers.

no

Verb group  detection Verb + auxiliaries to identify 
main verb and tense.

no

N oun phrase detection Full noun phrases for important 
scenario entities.

yes

A naphora resolution Resolution of pronouns and 
definite nouns involved in the 
scenario.

no

Scenario specific 
p a tte rn  m atching

Top-level patterns for the 
specific extraction task.

yes

D iscourse analysis Co-reference analysis on the 
discourse level to merge events.

7

Inference rules Formalizes world knowledge in 
rules so that text content fits 
template format. I.e., “last 
week” becomes a date, etc.

yes

T em plate generation Produces the filled template for 
the specific task.

yes

S upporting  m odules
Knowledge bases Lists of common first names, 

corporations, locations and 
scenario specific entities.

no

yes
Sem antic C oncept 
hierarchy

A hierarchy of concepts to 
support pattern matching, 
anaphora resolution and discourse 
analysis.

yes

P a tte rn  p roduction  
m odule

Allows for the user to produce 
scenairio specific patterns 
interactively from examples.

no

P a tte rn  generalization  
m odule

Meta-pattems that generalize 
patterns to match various kinds 
of subjunctive clauses, reduced 
clauses, passives etc.

no

Table 1: Common modules of an Information Extraction System.

Proceedings of NODALIDA 1999



63

• Task specific rules. Patterns for entities participating in the events of the task had 
to be redesigned, as well as the patterns for the events themselves.

• Knowledge bases. Several knowledge bases specific to Swedish were compiled to 
support the identification of names of people, organizations, locations and reportable 
positions,^ etc.

The difficulties in trying to adapt the Proteus system to Swedish were not the linguistic 
differences (as expressed, for example, in the shallow parsing pattern matching rules), nor 
the differences in how the events were expressed in the different languages (as is expressed 
in the higher level rules); these patterns and rules were often surprisingly interchangeable, 
with small modifications, across the languages. What posed severe problems were the 
technical difficulties in changing a very complex system that was not initially built to be 
reconfigured on such a low level. Even though there is a graphical user interface to the 
English system in which the user can build patterns incrementally from examples, that 
tool would have required extensive work to function with the SGML input format and 
the other modifications made to the system.

5 Experiment and evaluation

For a comparison of the performance of the Swedish and the English systems, the Scenario 
Template Task of MUC-6 was chosen. This task concerns changes in corporate executive 
management personnel, as described in Figure 1. A Swedish corpus was compiled consist­
ing of 34 financial news articles from Tidningarnas Telegrambyrå and Affärsvärlden. This 
training corpus contained 51 reportable events for which key templates were constructed. 
Rules were written and evaluated iteratively with the MUC-scorer^ on the corpus until 
an F-score of 55.45 was obtained. In comparison, the systems at the MUC-6 evaluation 
ranged from about 48 to 56 in F-score on the test corpus (Sundheim, 1995). After exten­
sive training, the Proteus system has since been boosted to perform at an F-score around 
65 on the same task.

A test corpus consisting of 50 financial news articles from the same sources as the training 
corpus was compiled, as well as template keys, by an annotator not involved in the 
adaptation of the extraction system. The results from running the system on the test 
corpus seem quite discouraging with an F-score of around 28, but have not yet been fully 
analyzed. Further analysis will show if they are due to over-training of the system, faulty 
system design, or mismatches in the annotator’s and the author’s interpretation of the 
template filling rules.

6 Building a new system

The overall experience of trying to adapt the Proteus Information Extraction system to 
Swedish has led to the decision to build a new Information Extraction system. This

‘For example, according to the MUC>6 definitions, ‘chairman of the board* is a reportable position 
while other types of chairpersons are not reported.

^The MUC-scorer is described in http://www.muc.saic.com/scorer/Manual/manual.html
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system will be inspired by the general architecture of the Proteus system, but also by 
suggestions of improvements of that system that came up during and after the work 
cited in this paper. The new system will be built around a document manager which 
functionality is a subset of that in the Tipster Architecture (Grishman and others, 1996). 
This means that all internal functions are based on manipulating aimotations of the text. 
We will aim at giving the system the following features:

Easily portable to new domains. We recognize the need for a tool that facilitates 
for the non-expert user to write rules for a new extraction task without knowing 
the internals of the system or the syntax of the pattern matching language. Such a 
tool for example-based pattern acquisition exists in the Proteus system (Yangarber 
and Grishman, 1997).

Easily portable to new languages. We will make every effort not to build language 
prerequisites into the system. For example, there will not be any restrictions on 
what features or feature values that may be found in an annotation.

Easily extensible. Since there will be a well-defined interface to the document man­
ager and a general set of methods to manipulate document annotations, and since 
there will be no restrictions on what the features of the annotations can be, the 
system is not limited to merely Information Extraction tasks, but can be extended 
to any document or text manipulating task.

Modular and flexible. The system will have an object oriented design with distinct 
interfaces between the modules. If a new module is required for an analysis task, it 
should be easy to include it in the existing set of modules.

Platform independent. The system will be implemented in Java and not dependent 
on external software in itself. Initially, the extraction system will be dependent on 
an external lexical analysis component.

Open Source. Every part of the core extraction system will be open source and free 
to use for research or commercial purposes.

7 Conclusion and Further Work

Even though the Proteus system has previously successfully been adapted to Japanese, 
our experiences in eidapting the system to Swedish have led us to believe that it will 
be worth the effort to build a new extraction system from scratch, taking into account 
portability not only on the task level, but also on the language level. Such a project has 
been initiated in collaboration with New York University and the result will eventually 
be publicly available.

This work has also led to the composition of the above mentioned t&st corpus for Swedish 
Information Extraction systems which will also be publicly available as soon as copyright 
issues are solved.
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