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- Abstract

This paper desctibes a statistical methodology
for automatically retrieving collocations from
POS tagged Korean text using interrupted bi-
grams. The free order of Korean makes it hard
to identify collocations. We devised four statis-
tics, ‘frequency’, ‘randomness’, ‘coudensation’,
and ‘correlation’ to account for the more flexible
word order properties of Korean collocations.
We extracted meaningful bigrams using an eval-
uation function 'and extended the bigrams to
n-gram collocations by generating equivalence
sets, a-covers. We view a modeling problem for
n-gram collocations as that for clustering of co-
hesive words.

1

There have been many theoretical and applied
works related to collocations. A rapidly grow-
ing availability of copora has attracted interests
1 statistical methods for automatically extract-
ing collocations from textual corpora. However,
it 15 not easy to identify the central tendencies
of collocation distribution and the borderlines
of criteria are often fuzzy because the expres-
sions can be of arbitrary lengths in a large va-
riety of forms. Getting reliable collocation pat-
terns is particularly difficult in Korean which
allows arguments to scamble so freely. This
paper presents a statistical method using ‘in-
terrupted bigrams’ for automatically retrieving
collocations and idiomatic expressions from Ko-
rean text. We suggest several statistics to ac-
count for the more flexible word order.

If the distribution of a random sample is un-
known, we often try to make inferences about
its properties described by suitably defined mea-
sures. For the properties of arbitrary collocation
distribution, four measure statistics: ‘high fre-
quency’, ‘condensation’, ‘randomness’, and
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‘correlation’ were devised.

Given a morpheme, our system begins by re-
trieving the frequency distributions of all bi-
grams within window and then meaningful bi-
grams are extracted. We produce a-covers to
extend them into n-gram collocations .

According to the definition of Kjellmer and
Cowie, a fossilized phrase is a sequence, where
the occurrence of one word almost predicts the
rest of the phrase and one word predicts a very
limited number of words in a semi-fossilized
phrase (Kjellmer, 1995) (Cowie, 1981). How-
ever, in both fossilized and semi-fossilized types
there is a high degree of cohesion among the
members of the phrases (Kjellmer, 1995). We
consider the cohesions as a-covers that are ob-
tained by applying a fuzzy compatibility rela-
tion, which satisfies symmetry and reflexivity,
to meaningful bigrams. Namely, n-gram collo-
cations could be interpreted as equivalent sets
of the meaningful bigrams through partitioning.
Here, a-covers mean the clustered sets of the
meaningful bigrams.

2 Related Works

In determining properties of collocations, most
of corpus-based approaches accepted that the
words of a collocation have a particular statisti-
cal distribution(Cruse, 1986). Although previ-
ous approaches have shown good results in re-
trieving collocations and many properties have
been identified, they depend heavily on the fre-
quency factor.

(Choueka et al., 1983) proposed an algorithm
for retrieving only uninterrupted collocations, 2

!Bigrams and n-grams can be either adjacent mor-
phemes or separated morphems by an arbitrary number
of other words.

In the case of an interrupted collocation, words can
be separated by an arbitrary number of words, whereas



sinee they assumed that a collocation is a se-
quence of adjacent words that frequently ap-
pear together. (Church and Hanks, 1989) de-
lincd a collocation as a pair of correlated words
and used mutual information to evaluate such
loxical correlations of word pairs of length two.
They retrieved interrupted word pairs, as well as
nninterrupted word pairs. (Haruno et al., 1996)
~onstructed collocations by combining adjacent
n-grams with high value of mutual information.
(Breidt, 1993)’s study was motivated by the fact
that mutual information could not give realistic
figures to low frequencies and used t-score for a
significance test for V-N combinations.

Martin noted that a span of 5 words on left
aund right sides captures 95% of significant collo-
cations in English (Martin, 1983). Based on this
assumption, (Smadja, 1993) stored all bigrams
of words along with their relative position, p (-5
< p £5). He evaluated the lexical strength of a
word pair using ‘Z-score’ and the variance of its
position distribution using ‘spread’. He defined
a collocation as an arbitary, domain dependent,
recurrent, and cohesive lexical cluster.

(Nagao and Mori, 1994) developed an algo-
rithm for calculating adjacent n-grams to an ar-
bitrary large number of n. However, it was hard
to find an efficient n and a lot of fragments were
obtained. In Korean, statistics based on adja-
cent n-grams is not sufficient to capture various
types of collocations. (Shimohata et al., 1997)
employed entropy value to filter out fragments
of the adjacent n-gram model. They evaluated
disorderness with the distribution of adjacent
words preceding and following a string. The
strings with a high value of entropy were ac-
vepted as collocations. This disorderness is ef-
ficient to eliminate fragments but can not han-
dle interrupted collocations. In general, previ-
ous studies on collocations have dealt with re-
stricted types and depend on filtering measures
in a lexically point of view.

3

In this section, we discuss an input form rele-
vant to Korean language structure and linguis-
tic contents which would work well on an effi-

Input Format

uninterrupted collocation is a sequence of words. To
avoid confusion of terms, we call a sequence of two words
as a ‘adjacent bigram’ and a sequence of n words as a
‘adjacent n-gram’.
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cient statistics. Korean is one of agglutinative
languages as well as a propositional language.
An elementary node being called as ‘eojeol’ is
generally composed of a content word and func-
tion words. Namely, a word in English corre-
sponds to a couple of morphemes in Korean.

A key feature of Korean is that function
words, such as propositions, endings, copula,
auxiliary verbs, and particles, are highly devel-
oped as independent morphemes, while they are
represented as word order or inflections in En-
glish. Functional morphemes determine gram-
matical relations, tense, modal, and aspect.
In Korean, there are lots of multiple function
words in a rigid forms. They can be viewed
as collocations. For this reason, our system is
designed at the morphological level. A set of
twelve part of speech tags, { N, J, V, P, D, E,
T, 0, C, A, S, X } ? was considered.

Another feature is a free word order. Since
the words of a collocation appear in text with
the flexible ways, sufficient samples are required
to compute accurate probabilities. We allow po-
sitional information to vary by using an inter-
rupted bigram model.

The basic input can be represented in (1). An
object k means a pair of morphemes (m;,my)
and my, corresponds to one of all possible mor-
phemes, being able to co-occur with m;. A vari-
able j indicates the j-th position. X;; denotes
the frequency of my that occurs at the j-th po-
sition before m,;. :

X1 X2 X110
Xor A X210

X;=| 07 (1)
X'nl /\'nZ anO

Given a predicate morpheme as a base mor-
pheme, the range of window is from -1 to -10.
This distance constraint is for the characteris-
tic of SOV language. If a bigram includes an
adverb morpheme, a larger window, from -20 to
10 is used because the components often appear
widely separated from each other on text. In
other cases, we considered the range from -5 to
+5. This distant constraints are for an efficient

statistics. )
An input data is transformed to a property

matrix, T(X;) as (2) that is a two dimensional

%Noun’,'adJective’,‘Verb’ ‘Postposition’, ‘aDverb’,
‘Ending’,'pre-ending’, ‘cOpular’, ‘Conjunction’, ‘Auxil-
1ary verb’, ‘Suffix’, ‘etc.’.



syntactic referrin,
(m,my) : r):llation ppositiong
(OFAL SO (drink, iruch) VD 1
(OHALL ) (drink, too) vD 2
(OtALSZY (drink,clean) V] 4
(OLALOH ) (drink,everyday) VD 3
(OtALZROD (drink,boil) vV 2
(OLALSH (drink,ziot) VD 1
(OFALE M) (drink,together) VD 3
(OLAL Z 24 (drink,a little) VD 1
(OFALLZY (drink, take) vV 2
(OFALX2#)  (drink,a little) VD 3

Figure 1: meaningful bigrams of u}A](drink) by Xtract

array of k objects, k = 1,2,...,n, on four vari-

ables, VFrequencya_ Condensation» Randomness>
and VCorrelation-
Vir Vic ViR Vicr
Vor Voo Var  Vacr
)= .. @
Vo Vae Var Vacr

To continue explanations, we begin by men-
tioning the ‘Xtract’ tool by Smadja (Smadja,
1993). Our input form was designed in a simi-
lar manner with ‘Xtract’. Smadja assumed that
the components of a collocation should appear
together in a relatively rigid way because of syn-
tactic constraint. Namely, a bigram pair (m;,
my), where my occurs at one(or several) spe-
cific position around m;, would be a meaningful
bigrams for collocations. The rigid word order
is related with the variance of frequency distri-
bution of (mn;, my). ‘Xtract’ extracted the pairs
whose variances are over a threshold and pulled
out the interesting positions of them by stan-
dardization of the frequency distributions. Un-
fortunately, the approach for English has sev-
eral limitations to work ¢ on Korean structure
for the following reasons:

1. For free order languages such as Korean,
words are widely distributed in text, so
that positional variance affects the over-
filtering of iiseful bigrams. Figure 1 shows
that there is no pair which contains ran-
domly distributed morphems such as func-
tion words or nouns. This indicates that
very few pairs were produced when ‘Xtract’
is applied to Korean.

1We ported Smardja’s Xtract tool into a Korean ver-
S1OTL.
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2. Suppose that a meaning bigram, (m;, mg)
prefers a position p;. Then, the number
of concordances for condition probability
P(mj, mg|p;) would be small, specially in a
free order language. As shown in Table 1,
the model produced a lot of long meaning-
less n-grams when compiling into n-grams.
The precision value of Korean version of
Xtract was estimated to be 40.4%.

The eliminated bigrams by the previous
stage can appear again in n-gram colloca-
tions. When compiling, the model only
keeps the words occupying the position
with a probability greater than a given
threshold from the concordances of (m;,
mg, pj). As one might imagine, the first
stage could be useless.

As stated above, in Korean, the effect of po-
sition on collocations needs to be treated in
some complex ways. Korean collocations can
be divided into four types: ‘idiom’ ®, ‘seman-
tic collocation’ 8, ‘syntactic collocation’ *, and
‘morphological collocation’ 8. Idioms and mor-
phological collocations appear on text in a rigid
way and word order but others do in the flex~
ible ways. From a consideration of these more
flexible collocations, we adopt an interrupted bi-
gram model and suggest several statistics that
consist with characteristics of Korean.

4 Algorithm

This section describes how properties are repre-
sented as numerical values and how meaningful
objects are retrieved. In the first stage, we ex-
tract meaningful interrupted bigrams based on
four properties. Next, the meaningful bigrams
are extended into n-gram collocations using a
a-compatibility relation.

It empirically showed that a Weibull distribu-
tion (3) provides a close approximation of fre-
quency distribution of bigrams.

O0<r<oo where a>0,8>0 (3)

®Idioms have no ambiguous meaning but requires
rigid patterns to preserve the idiomatic meaning.

5The replacement of some components by other words
is more free than idioms.

"The combination of words is affected by selectional
restrictions of predicate, noun, or adverb.

81t corresponds to multiple function word and ap-
pears on a adjacent word group.

F(z):l—-e_“zﬁ




freg ‘

| n-grams dist | eval
" I ..... 2 %(everyone). Noun Z(object case) . . . (())o](take) ((v}A]))(drink) . -2 0
12 i ....... ((o]))(much) ((»}]))(drink) . Noun . . . . . . -1 0
2 | S(two) c}al(legs) ol (at{location case)) &7 (a little) ¥ & 2 ;(strain) A (stand) o} 4 (with ~ing) -3 X
’ Z1 7 (friend) 2}2](with) of 7| & Al <4-5}(talk over) HA(~ing) ((Z=F2))(a little) 73] (coffee) E(object case)
I {(mkA)) (drink) =(modifying ending) ¥ (dream) . .
| ' . S(two) A}7H(hours) S(object case) ((¥7)))(together) = (alcohol) E(object case) ((a}&])}{drink) -3 O
‘ 2 (modifying ending) ZL(he) . . .
4| .. ... #2Hcola) E(object case) (Z=F4))(a little) ((ohA}))(drink) o 7t (~ing) . . . . . -1 ¢}
1 . HI) E(also) ¥ & (baeklim(location)) o A](at) ((v} ¥))(everyday) v]F(tears) 5(object case) -3 X
((atA]))(dink) 19} d(was ~ing) 7| o (because) . . . .
4 . tH(I) o37](here) & 35](specially) A (dawn) ol (at) ((2}))(fresh) &(modifying ending) &(water) % (also) | -4 X
({o}A]))(drink) . c}= . Z(that) ¥ =3l(be unsuitable) . 7} (most) . 31 3} WA (says) &5 (exercise) Z(well)
6 . Verb . . Noun E(object case) ((\1F))(too) ®el(much) {(»}A]))(drink) &(modifying ending) . . . . . -2 O
7 . Noun Noun . . . Noun oA (in) ((Fo]))(boil) o ({(v}x]))(drink) &= Noun . ... .. -2 X
8 ... =4l X (even though). ((a}))(not) {(u}4])}(drink) 2(and) Noun Noun . Verb Ending Verb . . -1 O

Table 1: n-grams of v}A](drink) by Xtract (freq: freq of sentences)

Thus, there are a lot of pairs with low frequency
which interrupt to get reliable statistic. We
climinated such pairs using median m that is
a value such that P{X > m} > 1/2 to a fre-
quency distribution F. If median is less than 3,
we took the value 3 as a median.

Any quantity that depends on not any un-
known parameters of population distribution
but only the sample is called a statistic. We
regarded four statistics relating to properties of
collocations as variables. Before the further ex-
planation, consider S,,, a sample space of m; as
Table 2 whose cardinality |Sm,| is n. Let one ob-
ject be (m;, mg) and its frequency dlStI‘ibuthIl
be 7‘1/&1 f1k2: "afzk:l() and f1k+ be Zp 1fzkp
Suppose that POS(m;) is ‘J’ and POS(my) is
‘P

4.1

The properties which we considered are primar-
ily concerned with the frequency and positional
informations of word pairs. As we have em-
phasized, the correlation between position and
collocation is very complicated in Korean.
According to Breidt, MI or T-score thresh-
olds work satisfactory as a filter for extraction
of collocations, but filtered out at least half of
the actual collocations (Breidt, 1993). Gener-
ally, assumed properties could not fully account
for collocations. Therefore, in order to reduce a
loss of information, the combination of observed
variables would be better than filtering. We de-
tined four variables for properties of collocations

Properties

as follows.

1. V§: According to Benson’s definition, a colloca-
tion is a recurrent word combination (Ben-
son et al., 1986). We agree with this view
that a word pair of high frequency would
be served as a collocation. V; statistic of
an object (m;, mg), is represented as (4).
Here, standardization demands attention.
The mean and standard deviation are cal-
culated in the ‘JP’ set which the object be-
longs to.

where fzJL_ Zz 1le+ _ fi:flup’ (4)
aiJP — \/Z[:l(fll:; fl,]p)
2. V,: Intuitively, two words that prefer spe-

cific positions must be related with each
other. We seeked to recapture the idea
with the flexibility of word order. For
this, the concept of convergence on each
position was employed. In a free or-
der language, a meaningful pair can oc-
cur in text either with two distance or
three distance. Let’s consider two in-
put vectors x, (0,1,0,0,0,1,0,0,1,0) and vy,
(0,0,0,1,1,1,0,0,0,0). They have the same
variance but y would be more meaning-
ful than x, because y can be interpreted
s (0,0,0,0,3,0,0,0,0,0) within the free or-
der framework. Therefore, a spatial mask
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3.

word pair | POS pair | total frequency variable(position) distribution
(m;,mi) (3.P) Jirg fi1a fi1a fit10
(m;,m2) (J.P) fizy fiz1 fiza fi21o
(m;,my) (J,P) Fiky firy fiks fikqo
(mi,mn) (J,P) fin+ fin1 finz finlo
total fitqp fivyop figgop fitr017P
Table 2: all combinations of m; under a JP relation

(1/2,1,1/2) was devised for convergence on
each position. The calculation of conden-
sation value m;, at p-th position is:

4fikg +3fing +fig
k: %k k P 1
Mg, = filcp_l f;kp fikp_gll p= 2.9
fikg +3fikg+4fik 0
L1Rg . U9 O SRV
7 =10

The rm;p, is computed by neighborhoods

that are locdted in the brr(l);der of the
p-th position.  The maxff:“*E is likely
p Jiky

to represent .the condensation of (m;,
my) but it is still deficient. Intuitively,
(0,1,1,1,0,3,2,0,0,0) would be less con-
densed than (0,0,3,0,0,3,2,0,0,0).
fore, n" was designed for a penalty factor.

mzk
V.= 9
=1, 2, ,10 N n fik, (5)
n is the number of m, such that fikm 0

for 0 < m < 10, and it is a reverse propor-

tion to the condensation. Square root was

used for preventing the excessive influence
. ’

of n .

. We were motivated by the idea that if a pair

is randomly distributed in terms of posi-
tion. then it would not be meaningful. Es-
pecially in the case of function words, they
arc likely to be randomly distributed over a
given morpheme but distributions of mean-
mgtul pairs are not random. as shown in
Figure 3. A typical method for the check of
randomness is to measure how far the given
distribution is away from a uniform dis-
tribution. In (6), f;. means the expected
number of (m;, my) at each position on the
assumption that the pair randomly occurs

There- 4 Ver:
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I-]ci—k‘}’t;&i‘—l can be viewed

as an error rate at ez;éh position p based
on the assumption. The big difference be-
tween the expected number and the actual
observed frequency means that the distri-
bution is not random. One might think
that this concept is the same with one of
variance. However, note the denominator.
This calculation is somewhat better than
variance which depends on frequency.

at the position.

V. = Z fzkp fzk (6)

jzk

To become a meaningful bigram, a pair
should be syntactically valid. We viewed
that if the frequency distribution of a pair
keeps the overall frequency distribution of
the POS relation set which the pair be-
longs to, then the pair would be syntac-
tically valid. To verify this idea, we de-
pict the overall frequency distributions in
some POS relations in Figure 2. It shows
the frequency distributions of pairs which
are composed of postposition and predicate
morpheme. It is quite interesting that all
objects have the similar form of frequency
distribution. They have sharp peaks at
the first and third position. Clearly, this
illustrates that a postposition has a high
probability of appearing at the first and
third position before a predicate. We can
conclude from this that pairs keeping the
overall frequency structure would be syn-
tactically valid. We used correlation coeffi-
cient for the structural similarity. In the
case of a pair m;, the correlation value
between (f’ik:l ) f’ikz? R a.fikm) and (.fi+1|.ll—"
fitalaPsr-- s fiziolap) is evaluated. Let x



1600

1400

1200

~—o— 2 (be deep)
~@— M & (be new)
ot & & (be beautiful)

1000

e b (rem ain,be left)
~-3%-— & 2| (be heard,drop in)
~@— it} 2 (follow,pour into)

frequency 800

i & O X| {drop/fall/fapart)
—ew— O} Al (drink)
v A {8 tand )

2l (wear)

of 7| (regard)
2 2 (increase,climb)
- % 5t (head to)

- position(distance)

Figure 2: Frequency distributions of pairs with *JP’ or VP’ POS relation

and y be two vectors whose components
are mean corrected, z; — T for x, y; — 7 for
y. The correlation between two variables is
straightforward, if x and y is standardized
through dividing each of their elements by
the standard deviations, o, and oy, respec-
tively. Let x* be x/ox and y* be y/oy, then
the correlation between x and y, V., can be
represented as follows.

x" = (fiky» fikgr -+ fikio)

y = (fi—}l—llJPafi-}—zIJPa s fivele) (1)
Vo= 5F

The ranks of bigrams by four measures is sum-
marized in Figure 3. It tells that each of the
measures comes up with our expectation.

4.2 FEvaluation Function

in this section, we analyze the correlations
of four measures we defined and explain how
to make an evaluation function for extracting
meaningful bigrams. Table 3 shows the values
of correlations which exist in the given mea-
sures: V, Vi, V;, Vor. This explains that the de-
fined measures have redundant parts. We can
say that if a measure has the high values of

v v, Vi Ve
7 1.0
V. | -0405 1.0
v, | -0.203 0.506 1.0
Ver | 0.252  -0.278 -0.002 1.0
Table 3: correlations between factors

correlations between others, then it has a re-
dundant part to be eliminated. Since we don’t
know what factors are effective in determining
useful bigram, the concept of weights is more
reliable than filtering. We constructed an eval-
uation function, which reflects the correlations
between the measures.

First of all, we standardized four measures.
Standardization gives an effect on adjustment
of value range according to its variability. The
degree of relationship between measurel and
measure2 can be obtained by Cyeqsurel,measure2
which is {corr(measurel, measure2)} ™, where
2T =z if x > 0, 27 = 0 otherwise. The evalu-
ation function is concerned with the degrees of
relationships of measures.

f(Vfa era va chr) = Vf + ¢r‘/'r + (j)c‘/c + d)c:'r‘/cr
(8)
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fr = (1 - Cv, ve)(1 - a¥g¥e)(1 ~ aSVgVar)
C C

gb(: = (1 - Cvc‘vf)(l —a Ve.Vy )(1 —a VC'V‘")

Per = (1 - Cv,,,ve)(1 — achr’v_c)(l -

where a =2 — =2

V3

a Vg2:,V: )

(9)

Here, the constant a(~ 0.845) is for a com-
pensation coefficient. The minimum value of ¢,,
®c and ¢¢r is 1/3 respectively, where Cv; v, =
Cv;v., = Cy; v, = 0 and all correlations of
Vi, Ve, and Vi = 1. On the contray, the max-
tmmum value of ¢, ¢., and ¢, is 1 respectively,
where Cv, v, = Cv; v,= Cy; v, = 0 and all cor-
relations of V., V,, V., = 0. In other words, as
the coefficients ¢, ¢., and ¢, get closer to 1,
the correlations between measures reduce.

As shown in (8) and (9), we agree that V; is
a primaryl factor of collocations. Each coeffi-
cient ¢ indicates how much the property is re-
flected in evaluation. For example, in the case
of ¢y, aﬂgﬂﬂ is a portion which is related with
the property of condensation within random-
uess. Therefore, 1 —a="5*< corresponds to the
remainder, when subtracting this portion from
randomness.

The threshold for evaluation was set by test-
ing. When the value for threshold was 0.5, good
results were obtained but in noun morphems,
a high value over 0.9 was required. The pairs
are selected as meaningful bigrams whose val-
ues of the evaluation function are greater than
the threshold.

4.3 Extending to n-grams

The selected meaningful bigrams from the pre-
vious step are extended into n-gram colloca-
tions. At the final step, the longest ones among
all c-covers are obtained as n-gram collocations
by eliminating substrings. Here, n-gram collo-
cations mean interrupted collocations as well as
n-character strings.

We regarded cohesive clusters of the mean-
ingful bigrams as n-gram collocations on the as-
sumption that members in a collocation have a
high degree of cohesion (Kjellmer, 1995). To
find cohesive clusters, a fuzzy compatibility re-
lation R is applied. R on X x X, where X is
the set of all meaningful bigrams which contain
a base morpheme n,;, means a cohesive relation
and partitions of set X obtained by R corre-
spond to n-gram collocations. To say shortly,
our problem has shifted to clustering of a set X.
A reason to employ the concept of fuzzy is that
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equivalence sets defined by the relation may be
more desirable.

A fuzzy compatability relation R(X,X) is rep-
resented as a matrix by a membership function.
The membership function of a fuzzy set A €
X is denoted by 4 : X — [0,1] and maps ele-
ments of a given set X into real numbers in [0,1].
These two membership functions 4 were used
to define the cohesive relation as follows.

xNy]|
Iyl

__IxNy|
ET

p(%) p(y)=
D(p(x)llp(y)) = p(x)(log 547 — log 55)
if p(x)<p(y)
D(p)lIp(x)) = p(y)(log k5 — log =1+)
if p(y)<p(x)

pa(x,y) =

(10)
(11)

Let |z| and |y| be the frequency of concor-
dances which contains the bigram pairs x and y,
respectively. |xNy| means how often two pairs x
and y co-occur in the same concordances under
the distance constraint. (10) is relative entropy
measure and (11) is dice coefficient. This mea-
sures are concerned with a lexical relation for
cohesive degrees.

To get equivalence sets, it is very important
to identify properties of the relation R we de-
fined. A relation which is reflexive, symmet-
ric and transitive is called as an equivalence
relation or similarity relation. In our case,
the fuzzy cohesive relation, R is certainly re-
flexive and symmetric. If R(z,z) > mazyey
min[R(z,y), R(y, z)] is satisfied for all (z,z) €
X2, then R is transitive. Generally, transitive
closure is used for checking transitivity. The
transitive closure of a relation is defined as the
smallest fuzzy relation which is transitive and
has the fewest possible members with contain-
ing the relation itself.

Given a relation S(X,X), its max-min transi-
tive closure S7(X, X) can be calculated by the
following algorithm consisted of three steps:

1. 9 =SU(S0S8), ois a max-min compo-
sition operator.

2. If ' # S, make S = S’ and go to Step 1.

3. Stop: S' = St.
If above algorithm terminates after the first iter-
ation when applied to R, R satisfies transitivity.
To verify its transitivity, above alogrithm were
employed. As a result, R did not satisfy transi-
tivity. It means that an element of X could be-

— 2|xNyj
Ix|+1y}

HA (X,y)



long to multiple classes by R. This proves that
the relation R is valid to explain collocations.

A tuzzy binary relation R(X,X) which is re-
Hexive and symmetric is called as a fuzzy com-
patibility relation and is usually referred to as
A quasi-equivalence relation. When R is a fuzzy
compatibility relation, compatibility classes are
defined in terms of a specified membership de-
gree cv. An a-compatibility class is a subset A of
X. such that R(z,y) > aforallz,y € A and the
famnily consisting of the compatibility classes is
called as an a-cover of X to R in terms of a spe-
cific membership degree a. An a-cover forms
partitions of X and an element of X could be-
long to multiple a-compatibility classes. Here,
we accepted a-covers at 0.20 a-level in dice and
(.30 in relative entropy.

One might argue why we did not directly ap-
ply all bigrams to this stage with skipping the
previous stage. We hope to deal with the com-
parision in a later paper.

5 Evaluation

We performed experiments for evaluation on
328, 859 sentences(8.5 million-morphemes) from
Yonsei balanced copora. 250 morphemes were
selected for a test, such that frequency > 150.
The morphemes have 8,064 pairs and 773 were
extracted as meaningful bigrams. In the sec-
ond stage, 3,490 disjoint a-compatibility classes
corresponding to lexically cohesive clusters were
generated. 698 longest n-gram collocations out
of the a-compatibility classes were extracted by
eliminating the fragments that can be subsumed
in longer classes.

The precision of extracted meaningful bigram
was 86.3% and 92% in the case of n-gram collo-
cations. We could take either a-covers and the
longest n-grams as n-gram collocations accord-
ing to applications.

Since unfortunately, there is no existing
database of collocations for evaluation, it is not
easy to compute precision values and recall val-
ues as well. We computed the precision values
by hand. As a different approach to Korean
collocations, (Lee et al., 1996) extracted inter-
rupted bigrams using several filtering conditions
and at least the 90% of the results were adja-
cent bigrams of length 1. By this comparison,
we may conclude that our approach is more flex-
ible to deal with Korean word order.
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Figure 3 ? displays the changes of rank ac-
cording to measures we considered. It shows
that in contrast to other models, the proper-
ties have been effective in retrieving colloca-
tions which contain pairs of morphemes with
relatively low frequency. Since the ranks of bi-
grams in four measures came up with our expec-
tation, if we could make more adequate evalua-
tion function, the precision would be improved.

Table 4 shows some obtained meaningful bi-
grams of ‘o}1](not)’. There are a great deal of
expressions relating negative sentences in Ko-
rean. The components of them occurs separated
in various ways. When evaluating meaningful
bigrams, the coefficients for the evaluation func-
tion are as follows: ¢, = 0.432, ¢, = 0.490,
¢der = 0.371 in the case of ‘o}rf(not)’. This
means that the influence of three other mea-
sures is 1.284 times more than that of frequency
measure in ‘JP’ POS relation.

We will illustrate all steps with a word,
‘A)’(wear). The results of the first stage, mean-
ingful bigrams of ‘41’ (wear) '° are shown in Fig-
ure 4. In the second stage, we calculated mem-
bership grades of inputs using dice measure and
relative entropy measure. As Figure 4 shows,
dice measure looks unsatisfactory in such cases
as the pair ‘(Z(object case), Wol(much))’. Al-
though the common frequency, 3 is a relatively
high in the aspect of the word with lower fre-
quency, ‘&o]’(much), the value of dice is low.
Thus, we also tested relative entropy based on
the probability of low frequency. Two measures
produce similar results if all values in the level
set of R is considered instead of a specific value
of a, but entropy measure produces more good
results.

Figure 4 and 5 show all a-compatibility
classes and the longest n-gram collocations of
'A)’(wear). Through our method, various kind
of collocations were extracted. In Figure 4, the
order of components of a « is by concordances.

6 Conclusion

In this paper, we implemented measures which
reflect the four properties of collocation respec-

®The meanings of pairs are not described in detail
because the pairs including function words are hard to
translate into English.

10The word meaning corresponds to ”put on(wear or
take on)” in English, but it uses for shoes or socks.
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* = function word

A1

(white}

A{wear)

Figure 4: Meaningful bigrams and all a-compatibility classes of ¢2)’(wear)

tively and the evaluation function which appro-
priately combines the measures. Our approach
was primarily focused on the subtle relation-
ships between word positions and collocations
in a free order language.

We extracted meaningful bigrams using an
evaluation function and extended them into
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n-grams by producing a-compatibility classes.
The usefulness of our algorithm were illustrated
by examples and tables.

This method covered various range of colloca-
tions, which the extracted collocation patterns
were case frames, multiple functional words, se-
lectional restrictions, semantic phrases, com-



(Adverb,‘o}1]’) (Postposition,‘e}1}’) | (Noun, ‘o}t’)
(8], e}])(not only) (%, e})(too) (&, o} )(not because)

(%], e} )(not only)
(=81, obu)(simply ~ not)
(221, obu)(but ~ not)
(A, ohf)(never)

(¥FE 4], o}])(not necessarily)

(=Fol, obd)(not also) | (2,
(7F, ok )(not)
(=, ohd)(not)
(&, ok )(not)
(gt, el)(not also)

o} )(not ~ that)
(&), k) (not important)
(%, o} )(not intend to)
(o171, et} (not ~ that)

(o4, o} )(not the reason)

Table 4: Examples of bigrams for negation expressions

collocations(longest collocations)

dice

relative entropy(re)

I <o Offpre- B .'Il-?—*‘lﬁ“""‘.__l"'
I L 7HE PERAl (M taathir. boetsﬂ)n wear)

L IbE A
L SO B

{L>-white+M ribber shoes+O-wear): ~ |«

r‘ v heeel 2sE .»ﬁ &ius
5
..47}..4;1,,_...&... (S+-boots---wear)
[R0J S PN Al (S~~-L---M---O~-wear)
e Tpeeof e B E‘JOI &l (S+--L-0--much wear)
e Tbe L 2lghg Al (S-M shoes+0--wear)

OO BT W R O Same
el THR PR

ol ZHE AL M S : a proposition for
ke QERIONL T F G A a subject case
asTp R %5% < O : a proposition for
P p OFEE AL a object case
o Theeoff e PEE A e L : a proposition for
REvJ S8 BEYSRTES — SE 4o BT a loction case
coZbe L Mgl M : for modifying
P AR AL

Figure 5: the longest n-gram collocations of ‘41’(wear)

pound nouns, and idioms and it could be ap-
plicable to other free order languages.

With the development of recognition of
phrases, the input format and related distance
between morphemes, the algorithm can be used
effectively. Also linguistic contents for statisti-
cal constraints should be reflected in the system.

We have plans to check how this algorithm
will work in English and to align bilingual col-
locations for machine translation.
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