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Abstract

In this paper, we report on our experience in build-
ing computational semantic lexicons for use in NLP
applications In a machine-gmded approach, the
computer mduces part of the semantic knowledge
to be acquired by an acquirer An overt semantics
can help predict the syntactic behavior of words By
overt semantics we mean applying the linking or lex-
cal rules at the semantic level and not on lexical base
forms More specifically, we address the different
strategies of acqusition arguing for an application-
driven, traming-intensive effort We also report on
how to develop lexicons using off the shelf resources,
and address multihingual 1ssues We will try to pro-
vide an assessment of the difficulties we encountered
and some directions to bypass them

1 Introduction

Our experience 1n building computational semantic
lexicons which are used by Natural Language Pro-
cessing (NLP) systems comes from Mlkrokosmos,
a knowledge-based machine translation system,*
where texts from Spanish and Chinese are translated
mto English Mikrokogirios adopts an interlingua-
based approach (erenburg et al, 1992) and all lex1-
cons can be used for multilingual analy51s and gener-
ation each word 1s mapped to an interlingua struc-
ture The lexicons built for Mikrokosmos are mult:-
purpose multilingual to support translation or
multilingual generation tasks, reusable, that 1s, ap-
plicable to several NLP tasks, (e g , generation, anal-
ysis, information extraction), and maintamable,
that 1s, supporting semi-automatic acquisition and
restructuring of the lexicons

The content of the Lexical Knowledge Base (LKB)
1s essentially the same 1rrespective of a particular
apphcation The types of information important for
analysis and generation might differ, as suggested by
Dale and Mellish (1998) For instance, recording all
the senses of a lexeme 1s more important for analy-
s1s than generation, conversely, knowing stylistic in-
formation on words such as highfalutin or formalis

1For a description of Mikrokosmos,
http //crl nmsu edu/Research/Projects/mikro/mdex html

see

important for generation (Hovy, 1988) The content
of a multi-purpose LKB 1s apphcation independent
(modulo 1ts indexing 1n analysis the LKB 15 indexed
on lexemes whereas for generation the LKB 1s in-
dexed on concepts) We argue, in section 2 that the
acquisition process 1s application-dependent Mote-
over we argue that defining the meaning of a word
for NLP systems requires a training-intensive effort

In other words, the fact that we, as humans, under-
stand texts does not entail that we can determine
the “computational” meaning of a word Chomskian
trees are linguists’ constructs, not innate structures

A linguist must be tramed to be able to buld syn-
tactic patterns (e g, trees) In computational se-
mantics, the same rule applies one must be trained
to build the corresponding semantics (e g frames,
predicates, ) for a word In order to approach
the “computational” meaning of a word, tramning 1s
the most important means we have to date to en-
sure consistency among acquiters Other means are
to adopt an overt semantics with a machine-guided
approach which directs as much as possible the ac-
quirer (Section 3) This machine guded approach
could also act behind the * back” of an acquuer “cor-
recting” some inconsistencies in lexical descriptions
between acquirers, as will be shown 1n Section 6

In Section 4, we discuss our use of off the shelf 1e-
sources, such as WordNet (Miller, 1990), to accel-
erate the machine-guided acquisition of the English
lexicon by taking advantage of the existing database
of synsets? which provide synonym lists for a lexeme
We also show how a semantic-based approach, can
help predict the syntactic behavior of words Note
that the reverse (predicting semantics from syntax)
1S not true, as some experiments on Levin’s work
(1993) have shown (Section 4) In Section 5, we ad-
dress multilingual 1ssues 1n lexicon development

2 . Application-driven Acquisition

The semantics of an entry 1s an underspecified Text
Meaning Representation (TMR) fragment (e g , De-

2Synsets represent WordNet’s butlding blochs which are
words, synonyms or near-synonyms, that can be used to 1efer
to a given concept (Miller, 1990)
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frise and Nirenburg, 1991) This TMR fragment can
be a concept from the ontology or some interlingua

structures such as attitudes, modalities, aspects, sets :

and TMR relations (addition, enumeration, com-
panison) Concepts and 1nterlingua structures can
appear together or independently The ontology,
to which lexemes are mapped, consists of concepts
(named sets of property-value pawrs) organmized hi-
erarchically along subsumption links, with an aver-
age of 14 relational links (such as IsA, SuBcCLASS,
AGENT, THEME-OF, HEADED-BY, HAS-MEMBER)
per concept (Mahesh, 1996) In a multiingual envi-
ronment, the main practical advantage of connect-
ing the lexicon to an ontology 1s cost-effectiveness,
as only the “language-dependent” properties have to
be acquired when adding new natural lan@ages to
the system

The mapping between a word and the ontology
1s the most difficult task of lexicon acquisition, and
requires to develop the most cost-effective approach
in terms of training and strategies

21 Importance of Training

The experiment reported below shows that traiming
1s essential to determine the “computational” mean-
ing of a word A native speaker of Spamsh, who had
not taken part in the lexicon training process, was
asked to add some senses to entries in the Spanish
lexicon This was mainly done for testing the ana-
lyzer, as there were only 23 out of 167 words which
were ambiguous tn one text we were analyzing But
we also discovered this was a very useful exercise for
testing the quality of a semantic lexicon

The list of added senses was reviewed by two com-
putational linguists, one 1n charge of supervising the
tramning and the other with proficiency in our frame-
work who had seen entries as they were used by the
analyzer but had not taken part to the traiming pro-
cess either The untrained acquirer, hereafter UN-
ACQ, added a total of 111 to 55 open class words
or so Among these 55 words where ambiguity had
been added, 33 were already ambiguous in the Span-
1sh lexicon _

After a closer look at the Spamsh lexicon, and at
the senses retrieved by the semantic analyzer, and
after doing an on-line corpora search, the compu-
tational lingwists accepted less than 20 new senses
among the 111 suggested This “overgeneration” of
senses by UNACQ had different origins 1) the ana-
lyzer did not present all the senses from the Span-
1sh lexicon to UNACQ, 1t only presented the ones
that were accepted after syntactic binding, 1) the
senses added by UNACQ were “equivalent” to the
senses already in the Spanish lexicon, but not rec-
ogmzed by UNACQ, as they were acquired as “un-
specified” i the Spanish lexicon, n1) UNACQ hard-
coded non-hteral meanings of the words, 1v} the ad-
dition of senses was MRD-driven UNACQ acquired

the list of meanings provided by the Spanish-English
Larousse and Collins, adopting an enumeration ap-
proach Such a task 1s not superficial, 1t ensures that
the quality of the core lexicon 1s good enough so that
1t can serve as a basis for lexicon expansion tech-
niques, some of which we develop below (see Viegas
(1999) for the choices an acquirer faces when work-
ing out the semantic mapping of a word)

2.2 Strategies

There are mainly two approaches to word sense as-
signment corpus-driven and mental-driven The
former 1s better adapted to building lexicons used
1n analysis, whereas the latter better suits lexicons
to be used in generation We refer to Kalgariff (1997)
for the corpus-driven approach, and discuss 1n this
paper the mental-driven-approach A mental-driven
or thesaurus-driven approach consists in grouping
together lexemes which share the same meaning In
order to ensure consistency among acquirers’ map-
pings we have divided the process of acquiring a com-
putational semantic lexicon into two phases pre-
acquisition and acquisition There 1s still time to
revise a pre-acquired mapping at acquisition time, if
needed

2.3 The Pre-Acquisition Phase

For a generation lexicon, the method of preparing
the pre-acquisition files can be as follows 1) extract
all concepts from the ontology, u) lexicalize them us-
ing on-hine thesaur:, dictionaries and native speak-
ers’ intuitions, 1) order pre-acquisition files accord-
ing to the semantic Mapping-Tag (see below)

A pre-acqusition record includes 7 fields Seman-
tics, Mapping-Tag, Lexeme, POS, Translations, Fre-
quency, and Polysemy-Count

The Semantics field includes only the ontological
head concept, in which the word sense should be
anchored (no selectional restrictions or other piop-
erties are specified at this stage) The Mapping-Tag
field (see below) describes the type of connection
between the word sense and its conceptual mean-
ing some word senses are directly mapped (“dim”
map) to a single concept in the ontology, whereas
the meaning of some other word senses 1s desciibed
through the combination of concepts linked via prop-
erties (relations or attributes) We defined seven
tags which flag the entry for a specific task For in-
stance, “devb” (deverbal) 1s used primarily for nouns
and adjectives when their meaning 1s a composition
of a filler and an event (eg bombing, readable),
“asp” (aspectual) 15 used for true aspectuals (e g
begin) and also with actions expressing aspectual-
ity (e g stare, duration prolonged) The Transla-
tions field includes an English translation (for lan-
guages other than English) Frequency, POS and
polysemy count are extracted automatically, using
on-line large corpora for frequency, and WordNet for
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the part of speech and the polysemy count Bilin-
gual dictionaries, filtered by a native speaker of the
foreign language, are used for the translations into
Englsh (for the acquisition of languages other than
English)

In order to increase speed at acquisition time, each
acquirer works on one type of Mapping-Tag at a
time For instance, some acquirers work on type
OBIECT Type OBIECT can only be lexicalized into
nouns, e g DEVICE — device instrument tool applt-
ance Others work on the type EVENT EVENTS
can be lexicalized nto nouns, eg EXPLODE —
bombing, bombardment, or into verbs bomb, bombard,
drop_bombs_on, throw_bombs_at In order to increase
consistency, acquirers go through specially designed
training sessions

3 Overt Semantics to Predict
Syntax: A Machine-guided
Approach

Mappings between semantic roles and syntactic com-
plements are defined via a mapping (a rule) These
mappings can be defined for large sub-classes of lex-
ical entries For example, the rule Att-Pred-Ad)
creates an entry which accepts in the semantic fea-
ture a concept from the subtree of ATTRIBUTE or
an ATTITUDE and accepts attributive (eg safe
car) and predicative uses (eg the cer s safe) In
the case of an adjective mapped to a RELATION
(eg MENTAL-OBIECT-RELATION) the preferred
rule would be Att-Adj generating an attributive
reading (e g, dental practice), and not (*the prac-
tice 15 dental)

By selecting the appropriate mapping for classes
of entries, 1t 1s possible to hide the mapping from
the acquirer since these mappings are defined 1n a

lexical class, not in an instance As defined by an

acquirer, an entry looks as follows

(key "safe",

syn Att-Pred-Ad),

sem [name Safety-Attribute,
range Safell,

During compilation of the dictionary, the
Att-Pred-Adj label 1s replaced with 1its definition
and makes explicit the co-reference between the sub-
categorization and the semantics

So far we have developed for the English lexicon
about twenty syntactic patterns which apply to a
large number of semantic frames In the case of ad-
jectives, we have 3 rules, one for attributive adjec-
tives, another one for predicative adjectives, and a
third one for attributive adjective used predicatively

In the case of nouns, we have developed four pat-
terns as 1illustrated below

Subcat pattern Example

N ’ weapon

NObl10pt father (of two)

NOb11-0b120pt bombing of Iraq (by the US)

NOb110pt-0bl20pt computation (of the bank reserve)
(by 1ts clerks)

We presented above the labels of subcategoriza-
tion patterns as they appear at acquisition time At
processing time, there 1s no difference between Obll
and Obl2, which are both of type Oblique Our
machine-guided approach helps the acquirer to se-
lect a rule as 1t only presents the relevant ones for
a specific semantic type For instance, in the case
of a lexeme mapped to an OBJECT no rules having
obliques will be presented to the acquirer as de-
scribed below

example semantics subcat

0bj N

Wweapon

father . Prop NOb110pt

Event N0110bl20pt EventNObj0bli0b;
NOb110ptGbl20pt ~Event(0b120pt

bombing
computation

The table above should be read as follows the first
column provides type examples for nouns, the sec-
ond column (semantics) provides the list of semantic
types that a noun can be, Ob) (Object), Prop (Prop-
erty) and Event, the third column (subcategoriza-
tion) presents all subcategorizations a noun can sub-
categorize for, the fourth column (lexical class) con-
catenates the semantics and the subcategorization
For instance EventNObjObl10bjEventObl20pt’ 1s
the lexical class of nouns which are of type ‘Event’
and therefore subcategorize for two obliques (Obl)
- the former must be Obj whereas the latter can
be either Ob) or Event These Obl can be optional
(Opt)

Acquirers may specify the preposition {head of the
oblique or prepositional phrase) For instance, in the
case of father, once an acquirer has mapped the word
to the concept ‘ Father” which is a Prop (Property)
the acqusition tool presents the subcategorization
NObl1Opt This allows the acquirer to select which
preposttion(s) can go with the range of Father (in
this case “of” will be selected) This information 1s
important in generation For generation, one must
specify, at acquisition time, whether or not one can
say the bombing of Iraq , the bombing of Iraq by the
US , ? the bombing by the US 1t also helps in word
sense disambiguation

In the case of verbs, one can also define lexico-
syntactic classes for different semantic classes For
1nstance, i the case of ASSERTIVEACT the lexemes
mapped to 1t will accept a comp clause (eg he
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said (that) he would come) One class of aspec-
tuals subcategorizes for nps (eg [ sterted a new
book), xcomps (e g [ started reading/writing a new
book), and accepts the intransitive alternation when
the grammatical object 15 of type Event (eg the
surgery started very late) 3

4 Propagation of Lexicons

In this section, we briefly discuss how to extend a
lextcon using derivational morphology, and off the
shelf resources such as WordNet (Muller, 1990} to
propagate the English.lexicon with synonyms, and
Levin’s database of subcategorizations and alterna-
tions for English verbs (Levin, 1993) to encode syn-
tactic information in the verb entries 4

4.1 Morpho-semantics for Derivational
Morphology

We refer the reader to Viegas et al (1996) for the
details on this type of acquisition and theoretical
background of Lexical Rules {LRs) To sketch this
operation briefly, applying morpho semantic LRs
to the entry for the Spanish verb comprar (buy),
our acquisition system produced automatically 26
new entries (comprador-N1 (buyer), comprable-Ady
{(buyable), etc) This includes creating new syntax,
semantics and syntax-semantic mappings with cor-
rect subcategorizations and also the right semantics

For mstance, the lexical entry for comprable will have
the subcategorization for predicative and attributive
adjectives and the semantics adds the attribute FEA-
SIBILITYATTRIBUTE to the basic meaning BUy of
comprar (Viegas et al, 1996) describes about 100
morpho-semantic LRs, which were apphed to 1056
verb citation forms with 1,263 senses among them

- The rules helped acquire an average of 26 candidate
new entries per verb sense -This produced a total
of 31,680 candidate entries, with an average of over
90% and 85% correctness 1n the assignment of syntax
and semantics respectively LRs constitute a power-
ful tool to extend a core lexicon from a monolingual
viewpoint We present other ways of extending lex-
icons, from monolingual (next paragraph) and mul-
tilingual (Section 5) perspectives

4 2 Using WordNet

WordNet has been used as follows We extracted
the synsets associated with a lexeme using fuzzy
string matches between, on the one hand, the value
of the ontological concept (e g, DESIRE), its defini-
tion (e g, for DESIRE “to want something”) and
the concept and definition of its corresponding ISA
concept (e g , INTEND) and, on the other hand, the
direct hypernyms and hyponyms for the lexeme n

3See Viegas et al (1999) for the detais on the web inter-
faces used for the acquisition
“See Viegas et al (1998) for more details
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WordNet synsets For instance, for the English verb
expect, mapped to the ontological concept DESIRE
our algorithm only kept one synset hope, expect,
trust, desire for expect and the following synsets for
1ts hypernyms wnsh, desire, want

The output of our automatic procedure and man-
ual filtering 1s 1llustrated below for the ontological
concept DESIRE, along with the synonyms from
WordNet belonging to the same ontological class
DESIRE
want
expect
trust
wish

All these lexemes will be mapped to the concept
DESIRE and minimally accept the same subcatego-
rizations (e g np-v-np-xcomp as 1n | want you to
feel comfortable)

We should mention that this step also nvolved
some manual filtering by acquirers We used a
machine-guided mode to help the acquirer in this
task This type of filtering was done very quickly,
mainly due to the fact that WordNet 1s organized
on a semantic basis

4.3 Using Levin's DB

One of the major problems 1n using Levin’s database
was filtering out homonyms, as classes in Levin’s
database are defined on the basis of the same subcat-
egorization pattern (as seen in alternations) and not
on a semantic basis, as shown by many researchers ®

The advantage of our approach 1s that 1t 1s
semantic-based, this allows us to organize verbs into
true (frame-based) semantic classes, with their asso-
ciated sets of subcategorizations Therefore, we can
predict that all verbs belonging to a particular se-
mantic class will have the same syntactic behavior’
For instance, if one considers the semantic class of
aspectual verbs which selects a theme of type Event,
eg begn, continue, finish, then one can minimally
associate to any verb belonging to this semantic class
the following subcategorizations (a) NP-V-NP in
John began his homework, (b) NP-V-XCOMP John
began to work/ working Note that the reverse is not
necessarily true verbs which accept (a) and (b) are
not necessarily aspectuals, e g forget in I forgot the
key or I forgot to bring the key

5 Applicability to Other Languages

In this section, we briefly address what can be gen-
eralized to multiple languages The methodologies
described here are part of what is needed to build

5Many expertments have resulted 1n a sumlar finding, as
described i (Dorr et al, 1997), (Dang et al, 1997) Samnt-
Dizier (1996) also showed that these classes do not apply eas-
ily to French



a multi-purpose LKB while keeping the costs of ac-
qusition as low as possible

5.1 Semantic Multilinguality

By mapping lexemes to concepts, 1t 1s possible to
create lexicons for different languages, at a mini-
mum cost, once a core lexicon has been acquired
This task can be further accelerated if one has ac-
cess to bilingual dictionaries to semi-automate the
translation task Finally, if one has access to a rich
structured ontology (as 1s the case in Mikrokosmos)
then dynamic procedures (e g, generalization, spe-
clalization) can help the acquirer in “filing” the gap
1n the case of lexico-semantic mismatches (e g , cook,
bake — cuire)

5.2 More Related Language
. Multilinguality: Morpho-semantics

All the LRs (e g , LR2agent-of) developed for Span-
1sh can be used to extend other languages, even un-
related ones, in other words, these rules are lan-
guage independent The morpho-semantic aspect
of the LRs 1s, however, specific to particular lan-
guages But, in order to benefit from the work done
on morpho-semantic LRs, we separated the assign-
ment of affixes from the assignment of LRs In other
words, if in Spamish LRZagent-of 1s assigned to say
the suffix -dor, by translating suffixes between lan-
guages, (-dor — -eur 1n French), the French lexi-
con can be extended in the same way (comprador
— acheteur) Again, this work will necessitate some
manual checking, because of some overgeneration,
which cannot be accepted for generation But over-
all, one can use the same methodology, the same LRs
and engine to produce new entries

5.3 Even More Related Language
Multilinguahty

The subcategorizations attached to a lexeme have an
even more 1diosyncratic behavior than lexical LRs
But here again, the rules we developed can be ap-
phed at least to family-related languages, and then
filtered out by a human For instance, the Spanish
word comer has the pattern np-v-np associated to 1t
(e g Juan come una pera), so this same pattern will
be attached to the translation of comer (eat) as in
(Juan eats a pear) However, going from Spamish to
English, one misses all the alternations (Levin, 1993)
not common in Spamsh such as John gave Mary a
book

6 Summary

The Mikrokosmos lexicon acqusition group has ac-
quired the following data - Spanish lexicon 7,000
word sense entries (35,000 word sense entries after
applying the morpho-semantic lexical rules), Chi-
nese lexicon about 3,000 word sense entries, and En-
ghsh, about 15,000 word sense entries so far For

mnstance, the acqusition of 15,000 word sense en-
tries took one year and involved 50% of the time
of a computational hnguist (to develop the method-
ology, train the acquirers and design the GUIs), 50
acquirer hours per week, 10 hours per week of a pro-
grammer to implement the GUIs, maintain the tools
and test the entries

Our approach to the development of lexicons dif-
fers from others 1n that our rules apply directly to
semantic frames and not to the basic forms of verbs
Our methodology allows us to alleviate the burden
of manual checking by applying linking rules directly
on the semantics of the lexemes Some rules add
discourse related features, such as focus 1n some al-
ternations, e g, they improved the situation — the
sttuation improved

What 1s important to evaluate 1s how much do we
gain by using rules and other resources Today, 1t 1s
still difficult to say exactly how much

Adequately predicting the subcategonizations for
a semantic class depends on its grain size the finer-
grawned, the better the prediction wil be However,
in NLP applications, where one 1s constramned by
time, only the semantics necessary for a particular
application 1s acquired, which means that in many
cases the semantics 1s left at a coarser grain size
than the one required to predict the subcategoriza-
tions In practice, we overgenerate some subcatego-
rizations and need therefore to have them checked
by humans This 1s why we have concentrated on
a small set of rules Results on that trade-off 1s5ue
have been reported 1n Viegas et al (1998)

Our experience in large-scale acquisition of lexi-
cons shows that 1diosyncrasies overrule many of our
general rules This 15 mainly due to the fact that
we need a more fine-gramned semantics than the one
which 1s available now This 1s not just a criti-
cism of our framework, 1t 1s a general fact that we
all encounter when investigating lexical semantics
This might be due to the fact that we work in a
synchronic perspective (a highly recommended ap-
proach!), whereas language evolves constantly, thus
creating “artificial” 1diosyncrasies In any case one
cannot avoid them when building a computational
semantic lexicon

We have also learnt during the acquisition of the
Mikrokosmos lexicons that different acquirers, who
have been through the same intensive training, will
arrive at the same numbe:r of meanings for a word,
in more than 90% of the cases The meaning of
a word might differ, for different trained acquirers,
along ISA links Corpora also influence the decision
of the acquirers, and here too we have seen some hu-
man “inconsitencies” which we think could be “cor-
rected” automatically, as discussed in the following
section
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7 Perspectives

We are investigating the 1ssue of taking into account
inconsistent lexical descriptions batween the lexicon
acquirers by taking advantage of the semantic infor-
mation encoded 1n the ontology
If we look at the following data and theiwr subcat-
egorizations
(1) I fixed the meal - [NP1, NP2]
(2) I fixed a sandwich for you - [NP1, NP2, PP1]
(3) I fixed you a sandwich - NP1, NP3, NP2]
where fiz means PREPAREFOOD, then one must
allow the analysis and generation of any of sentences
(1), (2) and (3), whether there 1s a mapping of fiz
onto the concepts A or B or C*

A - CREATEINGEST
[ARGI, ARG2, ARG3, ARGY4,

N

]

B -

- CREATEINGESTBENEF C - CREATEINGESTTHEME

[ARG1, ARG2, ARG3] [ARG1, ARG2]

Looking at example (1), and 1n absence of exam-
ples (2) and (3) in the corpus, fiz could easily be
mapped 1nto A or C, whereas with examples (2) and
(3), and 1n absence of example (1) mn the corpus,
1t could be easily mapped into A or B by the ac-
quirers We claim that this 1s of no 1mportance as
far as there are mechamsms to go from one to the

other This requires to have access to semantic infor-

mation The diagram above 1s a computational hin-
guist construct and has no “reality” per se B and
C are constructs which provide for every semantic
class the different semantic patterns that a particu-
lar semantic class accepts, such as the pattern CRE-
ATEINGESTBENEF requires 3 semantic arguments
(AGENT, BENEFICIARY and THEME), whereas CRE-
ATEINGESTTHEME only requires 2 semantic argu-
ments In this case, this means that the BENEFI-
CIARY 1s optional, a fact the acquirer “failed” to
recognize

This diagram can be further specified for a partic-
ular natural language, where the required arguments
are mapped to syntactic arguments and where lex-
1cal rules for a particular language provide the link
between the different semantic patterns for a seman-
tic class The diagram below 1s for Enghish where

SWe give the general diagram for CREATEINGEST events, as
PREPAREFO0OD 1s a subtype and will inherit all the properties
of the semantic class CREATEINGEST
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subcategorizations 1n between square brackets are
associated to the lexical items mapped to A, B and
C

A - CREATEINGEST _
(NP1, NP2, PPL, PP2, |

N

CREATEINGESTBENEF C - CREATEINGESTTHEME

[NP1, NP3, NP2] [NP1, NP2)
[NP1, NP2, PP1]

The corpus can indeed influence the way a lexa-
con acquirer will do the mapping So if a lexicon
acquirer creates an unspecified entry (mapping fiz
on (A), as opposed to (B) or (C)), dynamic mecha-
nisms such as specialization or generalization would
enable the system to get to (B) and (C) from (A)
and vice versa (to (A) from (B) or (C)) Moreover,
if a lexicon acquirer decides to map to (B) instead of
(C) or vice versa, then a lexical rule (LR) between
(B) and (C) will enable the system to go from (B)
to (C) and vice versa

In other words, although there are three poten-
tially different ways of writing the lexicon entry for
fiz for example sentences (1), (2) and (3), these dif-
ferent ways of encoding fiz should remain a virtual
difference at processing time the system must en-
code mechanisms and rules to “interpret” and recon-
cile the different points of view of different acquirers
This enables the system to process sentences (1), (2)
and (3) from any of the three potential lexicon en-
tries

We believe that an mmportant issue in compu-
tational semantics 1s to study how lexicon entries
could be dynamically changed to fit different linguis-
tic contexts and different acquirers’ analysis of the
data This 1s what we plan to investigate in our
future research
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