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Abvstract

We 1eport a number of computational ex-
periments 1n supervised learning whose
goal 15 to automatically classify a set of
verbs into lexical semantic classes, based
on frequency distribution approximations
of grammatical features extracted from a
very large annotated corpus Distributions
of five syntactic features that approximate
transitivity alternations and thematic role
assignments are sufficient to reduce error
rate by 56% over chance We conclude
that corpus data is a usable repository of
verb class information, and that corpus-
driven extraction of grammatical features
1s a promsing methodology for automatic
lexical acquisition

1 Introduction

Recent years have witnessed a shift in grammar de-
velopment methodology, from crafting large gram-
mars, to annotation of corpora Correspondingly,
there has been a change from developing rule-based
parsers to developing statistical methods for induc-
ing grammatical knowledge from annotated corpus
data The shift has mostly occurred because build-
ing wide-coverage grammars 1s time-consuming, er-
ror prone, and difficult The same can be said for
crafting the rich lexical representations that are a
central component of linguistic knowledge, and re-
search 1n automatic lexical acquisition has sought
to address this ((Dorr and Jones, 1996, Dorr, 1997),
among others) Yet there have been few attempts to
learn fine-grained lexical classifications from the sta-
tistical analysis of distributional data, analogously
to the induction of syntactic knowledge (though see,
eg, (Brent, 1993, Klavans and Chodorow, 1992,
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Resnik, 1992)) In this paper, we propose such an
approach for the automatic classification of verbs
mnto lexical semantic classes *

We can express the 1ssues raised by this appioach
as follows

1 Which hngustic distinctions among levical
classes can we expect to find 1n a corpus’

How easily can we extract the frequency distri-
butions that approximate the relevant linguistic
properties”?

Which frequency distributions work best to dis-
tinguish the verb classes?

In exploring these questions, we focus on verb clas-
sification for several reasons Verbs are very impor-
tant sources of knowledge in many language eng-
neering tasks, and the relationships among verbs ap-
pear to play a major role in the organization and use
of this hnowledge Knowledge about verb classes 1s
crucial for lexacal acquisition 1n support of language
generation and machine translation (Doir, 1997) and
document classification (Klavans and Kan, 1998),
yet manual classification of large numbers of verbs 13
a difficult and resource intensive task (Levin, 1993
Miller et al , 1990, Dang et al , 1998)

To address these 1ssues, we suggest that one can
train an automatic classifier for verbs on the basis of
statistical approximations to verb diatheses We use
diatheses—alternations in the expression of the ar-
guments of the verb—following Levin and Dorr, for
two reasons Fust, verb diatheses are syntactic cues

!'We are aware that a distnibutional approach rests on
one strong assumption regarding the nature of the repre-
sentations under study semantic notions and syntactic
notions are correlated, at least in part This assumption
1s under debate (Briscoe and Copestake, 1995, Lewn,
1993, Dorr and Jones, 1996, Dorr, 1997), but we adopt
1t here without further discussion



to semantic classes, hence they can be more easily
captured by corpus-based techniques Second, using
verb diatheses reduces noise There 1s a certain con-
sensus (Briscoe and Copestake, 1995, Pustejovsky,
1995, Palmer, 1999) that verb diatheses are regular
sense extensions Hence focussing on this type of
classification allows one to abstract from the prob-
lem of word sense disambiguation and treat residual
differences 1n word senses as noise 1n the classifica-
tion task

We present an in-depth case study, in which we
apply machine learning techniques to automatically
classify a set of verbs based on distributions of gram-
matical 1ndicators of diatheses, extracted from a
very large corpus We look at three very interest-
ing classes of verbs unergatives, unaccusatives, and
object-drop verbs (Levin, 1993) These are interest-
ing classes because they all participate in the transi-
tivity alternation, and they are mimimal pairs - that
1s, a small number of well-defined distinctions differ-
entiate their transitive/intransitive behavior Thus,
we expect the differences 1n their distributions to be
small, entailing a fine-grained discrimination task
that provides a challenging testbed for automatic
classification

The specific theoretical question we nvestigate is
whether the factors underlying the verb class dis-
tinctions are reflected in the statistical distributions
of lexical features related to diatheses presented by
the individual verbs 1n the corpus In doing this, we
address the questions above by determiming what are
the lexical features that could distinguish the behav-
1or of the classes of verbs with respect to the relevant
diatheses, which of those features can be gleaned
from the corpus, and which of those, once the sta-
tistical distributions are available, can be used suc-
cessfully by an automatic classifier

In mitial work (Stevenson and Merlo, 1999), we
found that linguistically motivated features that dis-
tinguish the verb classes can be extracted from an
annotated, and in one case parsed, corpus These
features are sufficient to almost halve the error
rate compared to chance (45% reduction) in auto-
matic verb classification, suggesting that distribu-
tional data provides knowledge useful to the classi-
fication of verbs The focus of our original study
was the demonstration 1n principle of learning verb
classes from frequency distributions of syntactic fea-
tures, and an analysis of the relative contribution of
the various features to learning This paper turns
to the important next steps of replicating our find-
ings using other training methods and learning al-
gorithms, and analyzing the performance on each of
the three classes of verbs This more detailed anal-
ysis of accuracy within each class in turn leads to

the development of a new distributional featuie 1n-
tended to improve discriminability among two of the
classes The addition of the new feature successfully
reduces the error rate of our initial results in classi-
fication by 19%, for a 56% overall reduction 1n error
rate compared to chance

2 Determining the Features

In this section, we present motivation for the imtial
features that we investigated in terms of their role
in learning the verb classes We first present the
linguistically derived features then turn to evidence
from evperimental psycholinguistics to extend the
set of potentially relevant features

2.1 Features of the Ve1b Classes

The three verb classes under investigation - unerga-
tives, unaccusatives, and object-drop - differ 1n the
properties of their transitive/intransitive alterna-
tions, which are exemphfied below

Unergative
(1a) The horse raced past the barn
(1b) The jockey raced the horse past the bain

Unaccusative
{(2a) The butter melted 1n the pan
(2b) The cook melted the butter in the pan

Object-drop
(3a) The boy washed the hall
(3b) The boy washed

The sentences 1 (1) use an unergative veib, raced
Unergatives are int1ansitive action verbs whose tran-
sitive form 1s the causative counterpart of the in-
transitive form Thus, the subject of the mtiansi-
tive (la) becomes the object of the transitive (1b)
(Brousseau and Rutter 1991, Hale and keyser 1993
Levin and Rappaport Hovav, 1995) The sentences
in (2) use an unaccusative verb, melted Unac-
cusatives are wntransitive change of state verhs (2a)
lihe unergatives, the transitive counterpart for these
verbs 1s also causative (2b) The sentences 1n (3)
use an object-diop veib washed, these veibs have a
non-causative transitive/intransitive alteination
which the object 1s simply optional

Both unergatives and unaccusatives have a
causative transitive form, but differ in the semantic
roles that they assign to the participants in the event
described In an intransitive unetgative, the subject
1s an Agent (the doer of the event), and 1n an intian-
sitive unaccusative, the subject 15 a Theme (some-
thing affected by the event) The role assignments to
the corresponding semantic arguments of the tian-
sitive forms—i ¢, the duect objects—ale the same
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with the addition of a Causal Agent {the causer of
the event) as subject in both cases Object-drop
verbs simply assign Agent to the subject and Theme
to the optional object

We expect the differing semantic role assignments
of the verb classes to be reflected in their syntac-
tic behavior, and consequently 1n the distributional
data we collect from a corpus The three classes can
be characterized by their occurrence 1 two alter-
nations the transitive/intransitive alternation and
the causative alternation Unergatives are distin-
guished from the other classes 1n being rare in the
transitive form (see (Stevenson and Merlo, 1997) for
an explanation of this fact) Both unergatives and
unaccusatives are distinguished from object-drop n
being causative in their transitive form, and sim-
ilarly we expect this to be reflected in amount of
detectable causative use Furthermore, since the
causative 1s a transitive use, and the transitive use of
unergatives is expected to be rare, causativity should
primarily distinguish unaccusatives from object-
drops In conclusion, we expect the defining features
of the verb classes—the intransitive/transitive and
causative alternations—to lead to distributional dif-
ferences 1n the observed usages of the verbs in these
alternations

22 Psycholingustically Relevant Features

The verbs under study not only differ in ther
thematic properties, they also differ in their pro-
cessing properties Because these verbs can occur
both 1n a transitive and an intransitive form, they
have been particularly studied 1n the context of the
main verb/reduced relative (MV/RR) ambiguity 1l-
lustrated below (Bever, 1970)

The horse raced past the barn fell

The verb raced can be interpreted as either a past
tense main verb, or as a past participle within a re-
duced relative clause (1 e , the horse [that was] raced
past the barn} Because fell is the main verb, the 1e-
duced relative interpretation of raced 1s required for
a coherent analysis of the complete sentence But
the main verb interpretation of raced 1s so strongly
preferred that people experience great difficulty at
the verb fell. unable to integrate it with the inter-
pretation that has been developed to that point
However, the reduced relative interpretation is not
difficult for all verbs, as in the following example

The boy washed 1n the tub was angry

The difference 1n ease of interpreting the 1esolu-
tions of this ambiguity has been shown to be sen-
sitive to both frequency differentials (MacDonald
1994, Trueswell, 1996) and to verb class distinctions
(Stevenson and Merlo, 1997, Filip et al , 1999)
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Consider the features that distinguish the two res-
olutions of the MV /RR ambiguity

MV The horse raced past the barn quichly
RR The horse raced past the barn fell

In the main verb resolution, the ambiguous verb
raced 1s used 1n 1ts intransitive form, while 1n the re-
duced relative, 1t 1s used 1n its transitive, causative
form  These features correspond directly to the
defining alternations of the three verb classes un-
der study (intransitive/transitive, causative) Addi-
tionally, we see that other related features to these
usages serve to distinguish the two resolutions of the
ambiguity The main verb form 1s active and a main
verb part-of-speech (labeled as VBD by automatic
POS taggers), by contrast, the reduced relative form
1s passive and a past participle (tagged as BN)
Since these features (active/passive and VBD/VBN)
are related to the intransitive/transitive alteination,
we expect them to also exhibit distributional d:ffer-
ences among the verb classes Speafically, we evpect
the unergatives to yield a higher proportion of active
and VBD usage, since, as noted above, the transitive
use of unergatives Is rare

3 Frequency Distributions of the
Features

We assume that currently available large coipoia
are a reasonable approximation to language (Pul-
lum, 1996) Using a combined corpus of 65-million
words, we measured the relative frequency distribu-
tions of the four linguistic features (VBD/\ B\ ac-
tive/passive, intransitive/transitive, causative/non-
causative) over a sample of verbs from the thiee lex-
1cal semantic classes

31 Materials

We chose a set of 20 verbs from each class based pu-
matily on the classification of verbs in (Levin 1993)
(see Appendix A) The uneigatives ate manne; of
motion verbs The unaccusatives ate verbs of change
of state The object-drop verbs are unspecified ob-
Ject alternation verbs The veihs were selected fiom
Levin’s classes based on their absolute fiequency

Fuirthermore, they do not generally show massive de-
paitures from the intended verb sense in the COLpUs

(Though note that there are only 19 unaccusati es
because ripped. which was imtially counted 1 the
unaccusatives, was then excluded from the analy-
sis as 1t occurred mostly 10 a different usage 1n the
corpus, as a veib plus paiticle ) Most of the veibs
can occur in the transitive and in the passive Each
verb presents the same foim 1n the simple past and
in the past patticiple Inorder to simphfy the count-



ing procedure, we made the assumption that counts
on this single verb form would approvimate the dis-
tribution of the features across all forms of the verb

Most counts were performed on the tagged version
of the Brown Corpus and on the portion of the Wall
Street Journal distributed by the ACL/DCI (years
1987, 1988, 1989), a combined corpus in excess of
65 million words, with the exception of causativ-
ity which was counted only for the 1988 year of the
WSJ, a corpus of 29 million words

32 Method

We counted the occurrences of each verb token in
a transitive or intiansitive use (INTR), 1n an active
or passive use (ACT), 1n a past paiticiple or simple
past use {VBD), and 1n a causative or non-causative
use (CAUS) More precisely, features were counted
as follows '

INTR a verb occurrence was counted as transitive
if immediately followed by a nominal group, else 1t
was counted as intransitive

ACT main verbs (tagged VBD) were counted as
active, participles (tagged VBNY) counted as active if
the closest preceding auxiliary was have, as passive
if the closest preceding auxiliary was be

VBD occurrences tagged VBD were simple past,
VBN were past participle

(Each of the above three counts was normalized
over all occurrences of the verb, yelding a single
relative frequency measure for each verb for that fea-
ture )

CcAUS The causative feature was approximated by
the following steps First, for each verb, all cooc-
curring subjects and objects were extracted from
a parsed corpus (Collins, 1997) Then the propor-
tion of overlap between the two multisets of nouns
was calculated, meant to capture the causative al-
ternation, where the subject of the intransitive can
occur as the object of the transitive We define
overlap as the largest multiset of elements belong-
ing to both the subjects and the object multisets,
eg {a,a,a,b}Nn {a} = {a,a,a} The proportion
1s the ratio between the overlap and the sum of the
subject and object multisets (For example, for the
simple sets above, the ratio would be 3/5 or 60 )

All raw and normalized corpus data aie available
from the authors, and more detail concerning data
collection can be found in (Stevenson and Merlo,

1999)

4 Experiments in Verb Classification

The frequency distributions of the verb alternation
features yield a vector for each verb that represents
the relative frequency values for the verb on each
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dimension, the set of 59 vectors constitute the data
for our machine learning experiments

Template [verb, VBD, ACT, INTR, CAUs, class]

Example [opened, 79, 91, 31, 18, unacc]

Our goal was to determine whether automatic clas-
sification techniques could determine the class of a
verb from the distributional properties represented
1n this vector :

In related work (Stevenson and Merlo, 1999) we
describe imtial unsupervised and supervised leatning
experiments on this data, and discuss the contiibu-
tion of the four different features (the frequency dis-
tributions) to accuracy 1n verb classification In this
paper, we extend the worh in several ways Fiist, we
report further analysis of replications of our initial
supervised learning results Next, we demonstrate
similar performance using different training methods
and learning algorithms, indicating that the perfor-
mance 1s independent of the particular learmng ap-
proach Furthermore, these additional experiments
allow us to evaluate the performance separately on
each of the three verb classes Finally, based on this
evaluation, we suggest a new feature to better dis-
tinguish the thematic properties of the classes, and -
present experimental results showing that its use ym-
proves our original accuracy rate

4.1 Initial Experiments

Initial experiments were carried out using a decision
tree induction algorithm, the C5 0 system available
from http //www rulequest com/ (Quinlan, 1992),
to automatically create a classification program fiom
a training set of verb vectois with known classifica-
tion 2 In our earlier experiments we ran 10-fold
cross-validations repeated 10 times here we tepeat
the cross-vahidations 50 times, and the numbers 1e-
ported are averages over all the 1uns 3

Table 1 shows the results of our experiments on
the four features we counted in the coipoia (vBD
ACT, INTR, CAUS), as well as all three-featuie subsets
of those four The baseline (chance} peiformance in
this tash 15 33 8%, since there are 39 vectors and

>The system generates bath deasion trees and rule
sets for use in classification  Since the differencc m pe-
formance between the two is never sigmificant we report
here only the results using the extracted rules The rules
provide a confidence level for each classification which
1s unavailable with the decision tree data structure

%A 10-fold cross-vahdation means that the system
randomly divides the data into 10 parts, and runs 10
times on a different 90%-traimng-data/10%-test-data
split, ylelding an average accuracy and standard erior
This procedure 1s then repeated for 50 different random
divisions of the data and accuracy and standard error
are again averaged across the 50 runs



I Features | Acc%  SE% ||
VBD ACT INTR CAUS | 637 06
VBD INTR CAUS 627 06
ACT INTR CAUS 599 05
VBD ACT CAUS 56 8 05
VBD ACT INTR 545 05

Table 1 Percentage Accuracy (Acc%) and Standard
Error (SE%) of C5 0 (33 8% baseline)

3 possible classes (That 1s, assigning one of the
two most common classes—of 20 verbs each—to all
cases would yield 20 out of 59 correct, or 33 8% ) As
seen 1n the table, classification based on the four fea-
tures performs at 63 7%, or 30% over chance The
true mean of the sample cross-validations hies within
plus or minus two standard errors of the reported
mean (df=49, t=2 01, p< 05) In all cases, the range
1s plus or mmus 10 or 12, yelding a very nai-
row predicted accuracy range Furthermore, we per-
formed t-tests comparing the results of the 50 cross-
validations for each of the different feature subsets
All pairs were significantly different (p< 05) except
for the results using all four features (first row tn the
table) and those excluding ACT {second row n the
table) We conclude that all features except ACT
contribute positively to classification performance,
and that ACT does not degrade performance In our
rephcations, then, we focus on all four features

42 Replication with Different Training and
Learning Methods

There are conceptual and practical reasons for in-
vestigating the performance of other tramning ap-
proaches and learning algorithms appled to our verb
distribution data Conceptually, it 1s desirable to
know whether a particular learming algorithm or
traning technique affects the level of performance
Practically, different methods enable us to evalu-
ate more easily the performance of the classification
method within each verb class (When we run re-
peated cross-validations with the,C5 0.system, we
don’t have access to the accuracy rate for each class,
the system only outputs an overall mean error rate )
To preview, we find that the different traming and
learning methods we tried all. gave similar perfor-
mance to our original results, and in addition al-
lowed us to evaluate the accuracy within each verb
class

In one set of experiments, we used the same C5 0
system, but employed a training and testing method-
ology that used a single hold-out case We held
out a single verb vector, trained on the remaimng
58 cases, then tested the resulting classifier on the
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[ Classes [ Percent Accuracy |

All Classes 610
Unergative 750
! Unaccusative 579
ObjectDrop 50 0

Table 2 Percentage Accuracy of C5 0 With Single
Hold-Out Training

single hold-out case, and recorded the coiiect and
assigned classes for that verb This was then re-
peated for each of the 59 veibs This approach yields
both an overall accuracy rate (when the tesults are
averaged across all 59 trials), as well as pioviding
the data necessary for determining accuracy for each
verb class (because we have the classification of each
verb when 1t 1s the test case) The results aie pre-
sented 1n Table 2 The overall accuracy 1s a little less
than that achieved with the 10-fold cross-vahidation
methodology (61 0% versus 63 7%) However, we
can see clearly now that the unergative verbs are

classified with much greater accuracy (75%), while

the unaccusative and object-drop verbs are classified
with much lower accuracy (57 9% and 50% respec-
tively) The distributional features we have appear
to be much better at distinguishing unergatives than
unaccusative or object-drop verbs

To test this directly under our onginal training
assumptions, we ran two different experiments, us-
ing 10-fold cross-validation repeated 10 times 'The
first experiment tested the ability of the classifier to
distinguish between unergatives and the other two
verb types, without having to distinguish between
the latter two The data included the 20 unerga-
tive verbs and a random sample of 10 unaccusative
and 10 object-drop verbs, 10 different random sam-
ples were selected to form 10 such data sets In
these data sets, the verbs were labeled as unerga-
tive or “other” The baseline (chance) classification
accuracy fot this data 1s 30%, the mean accuracy
achieved across all data sets was 78 5% (standaid e1-
1or 0 8%), a sizable improvement over chance The
second expeniment was intended to deteinune how
well the classifier can distinguish unaccusative from
object-drop verbs The data consisted of one set
that included all the unaccusative and object-drop
verbs, with no unergatives Because there are only
19 unaccusative verbs, the baseline accuracy 1ate 1s
51% (20/39), here the classifier achieved an accuracy
only shightly above chance, at 58 3% (standard erior
18%) These results, summarized in Table 3 clearly
confirm the higher accuracy of classifying unergative
verbs with the curient feature set

This pattern of results was tepeated under a very



[ Classes 1Acch SE% || [ Classes VBD | ACT [ INTR | CAUS |
Unergative vs Other 78 5 08 Unerg vs Unacc %% | EKF * *EE
Unaccusative vs ObjectDrop | 58 3 18 Unerg vs ObjDrop | *** | #%¥ | %% *

- Unacc vs ObjDrop | ns ns *% *
Table 3 Percentage Accuracy (Acc%) and Standard ~ #xx p< 001
Error (SE%) of C5 0 (50-51% baseline) ** 5201
_ * p<o05
[ Classes PCA% | FMP% || ns non-significant
(I All Classes 6590 639 |
Unergative 850 17 Table 5 Significance Levels of T-Tests Comparing
Unaccusative 600 550 Feature Values Between Verb Classes
ObjectDrop 500 650

Table 4 Percentage Accuracy of PCA (PCA%) and
Feature Map (FMP%) Neural Networks

different type of learning algorithm as well We per-
formed a set of neural network experiments, using
NeuroSolutions 3 0 (see http //www nd com), and
report here on the networks that achieve the best
performance on our data These are principal com-
ponents analysis and automatic feature map net-
works, which are essentially feed-forward percep-
trons with pre-processing units that transform the
existing features inta a more useful format In our
tests, both methods performed best overall when
there were no hidden layer units, and the networks
were trained for 1000 epochs The mean accuracy
rates of 10-fold cross-validations with these param-
eter settings are summarized 1n Table 4 Again, the
overall percentage accuracy 1s in the low sixties, with
better performance on the unergatives than on the
other two verb classes, the difference was particu-
larly striking with the PCA networkhs This overall
pattern doesn’t change with further training, n fact,
training up to 10,000 epochs resulted in very low
accuracy (of 45%) for erther unaccusatives, object-
drops, or both

To summarize, following a different training ap-
proach with C5 0 (the single hold-out method), and
applying very different learming approaches (two
hinds of neural networks), resulted 1n similar over-
all performance to our original C5 0 results This
indicates that the accuracy achieved 15 at least
somewhat independent of specific learning or train-
ing techniques Moreover, these different methods,
along with experiments directly testing unergative
versus unaccusative/object-drop classification, allow
us to examine more closely where the resulting clas-
sifiers have the most serious problems In all cases,
the accuracy 1s best for unergatives, and the accu-
racy of unaccusatives, object-drops, or both, is de-
graded If this performance 1s indeed a reliable indi-

cation of the inherent discriminability of the distri-
butional data, then we must examine more closely
the properties of the data itself to understand (and
potentially improve) the performance

4 3 Discrimmating Unaccusative and
Object-Drop Verbs

To understand why the data discriminates unerga-
tives reasonably well, but not unaccusatives and
object-drops, we need to directly test the discrim-
mability of the features across the classes We do so
by using t-tests to compare the values of the differ-
ent features—VBD, ACT, INTR, CAUS—Tfor unergative
and unaccusative verbs, unergative and object-drop
verbs, and unaccusative and object-drop verbs In
each case, the t-test 1s giving the likelthood that the
two sets of values—e g, the VBD feature values for
unergatives and for unaccusatives—are drawn from
different populations Table 5 shows that all sets of
features are significantly different for unergative and
unaccusative verbs, and for unergative and object-
drop verbs However, only INTR and CAUS aie sig-
nificantly different for unaccusative and object-diop
verbs, indicating that we need additional featuies
that have different values across these two classes
In Section 2 1, we noted the differing semantic role
assignments for the verb classes, and hypothesized
that these differences would affect the expression of
syntactic features that aie countable in a coipus
For example, the ¢ aus feature approximates seman-
tic role information by encoding the overlap between
nouns that can occur n the subject and object po-
sitions of a causative vetb Heie we suggest another
featuie, that of animacy of subject, that is intended
to distinguish nouns that receive an Agent role fiom
those that receive a Theme role Recall that object-
drop verbs assign Agent to their subject in both the
transitive ard intransitive alternations, while unac-
cusatives assign Agent to their subject only in the
transitive, and Theme in the intransitive We expect
then that object-drop verbs will occur more often
with an animate subject Note again that we are
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il Features | Acc%  SE% ||
VBD ACT INTR CAUS 637 06
VBD ACT INTR CAUS PRO | 707 04

Table 6 Percentage Accuracy (Acc%) and Standard
Error (SE%) of C5 0, With and Without New PRO
Feature, All Verb Classes (33 8% baseline)

making use of frequency distributions—the claim 1s
not that only Agents can be animate, but rather that
nouns that receive the Agent role will more often be
animate than nouns that receive the Theme role

A problem with a feature like animacy is that 1t
requires either manual determination of the animacy
of extracted subjects, or reference to an on-line re-
source such as WordNet for determining animacy
To approximate amimacy with a feature that can be
extracted automatically, and without reference to a
resource external to the corpus, we instead count
pronouns (other than i) in subject position The
assumption 1s that the words I, we, you, she, he,
and they most often refer to animate entities The

values for the new feature, PRO, were determined

by automatically extracting all subject/verb tuples
including our 59 examples verbs (from the WSJ88
parsed corpus), and computing the ratio of occur-
rences of pronouns to all subjects

We again apply t-tests to our new data to deter-
mine whether the sets of PRo values differ across
the verb classes Interestingly, we find that the Pro
values for unaccusative verbs (the only class to as-
sign Theme role to the subject in one of its alterna-
tions) are significantly different from those for both
unergative and object-drop verbs (p< 03) More-
over, the PRO values for unergative and object-drop
verbs (whose subjects are Agents in both alterna-
tions) are not significantly different This pattern
confirms the ability of the feature to capture the
thematic distinction between unaccusative verbs and
the other two classes

Table 6 shows the result of applying C5 0 (10-fold
cross-validation repeated 50 times) to the three-way
classification task using the PRO feature in conjunc-
tion with the four previous features Accuracy im-
proves to over 70%, a 1eduction in the eiroi rate of
almost 20% due to this single new feature Mote-
over, classifying the unaccusative anl object-drop
verbs using the new feature 1n conjunction with the
previous four leads to accuracy of over 68% (com-
pared to 58% without PRO) We conclude that this
feature 1s important 1n distinguishing unaccusative
and object-drop verbs, and likely contributes to the
improvement in the three-way classtfication because
of this Future work will examine the petformance

21

within the verb classes of this new set of features to
see whether accuracy has also improved for unerga-
tive verbs

5 Conclusions

In this paper, we have presented an in-depth case
study, 1n which we investigate various machine learn-
ing techniques to automatically classify a set of
verbs, based on distributional features extracted
from a very large corpus Results show that a small
number of hinguistically motivated grammatical fea-
tures are sufficient to reduce the error rate by more
than 50% over chance, achieving a 70% accuiacy
rate 1n a three-way classification tash This leads
us to conclude that corpus data is a usable reposi-
tory of verb class information On one hand we ob-
serve that semantic properties of verb classes (such
as causativity, or animacy of subject}) may be use-
fully approxumated through countable syntactic fea-
tures Even with some noise, lexical properties are
reflected 1n the corpus robustly enough to positively
contribute in classification On the other hand, how-
ever, we remark that deep linguistic analysis cannot
be eliminated—in our approach, 1t 1s embedded in
the selection of the features to count We also thinh
that using hinguistically motivated features makes
the approach very effective and easily scalable we
report a 56% reduction 1n error rate, with only five
features that are relatively straightforward to count
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Appendix A

The unergatives are manner of motion verhs jumpcd
rushed, maiched, lecaped floated, 1aced, hurried yaun-
dered, vaulted, paraded, galloped, glided, hiked hopped
Jogged, scooted, scurried, skipped, tiptoed, tiotted

The unaccusatives are verbs of change of state
opened, exploded, flooded, dissolved, crached, hardened
boiled, melted, fractured, solidified, collapsed cooled
folded, widened, changed, cleared, dinided, simmered
stabilized

The object-diop verbs are unspecified object alter-
nation verbs played, painted, hiched, carved, reaped,
washed, danced, yelled, typed, hnitted borrowed inher-



ited, organized, rented, sketched, cleaned, packed, stud-
ted, swallowed, called

References

Thomas G Bever 1970 The cogmtive basis for hngus-
tic structure In J R Hayes, editor, Cognition and
the Development of Language John Wiley, New York

Michael Brent 1993 From grammar to lexacon Un-
supervised learning of lexical syntax Computational
Linguistics, 19(2) 243-262

Edward Briscoe and Ann Copestake 1995 Lexical rules
in the TDFS framework Techncal report, Acqulex-
I Working Papers

Anne-Mane Brousseau and Ehzabeth Ritter 1991 A
non-unified analysis of agentive verbs In West Coast
Conference on Formal Linguistics, number 20, pages
53-64

Michael John Colins 1997 Three generative, lex:-
calised models for statistical parsing In Proc of the
35th Annual Meeting of the ACL, pages 16-23

Hoa Trang Dang, Kann Kipper, Martha Palmer, and
Joseph Rosenzweirg 1998 Investigating regular sense
extensions based on interesective Levin classes In
Proc of the 36th Annual Meeting of the ACL and
the 17th International Conference on Computational
Linguistics (COLING-ACL ’98), pages 293-299, Mon-
treal, Canada Umversité de Montreal

Bonnie Dorr and Doug Jones 1996 Role of word sense
disambiguation 1n lexical acqusition Predicting se-
mantics from syntactic cues In Proc of the 16th In-
ternational Conference on Computational Lingutstics,
pages 322-327, Copenhagen, Denmark

Bonnie Dorr 1997 Large-scale dictionary construction
for foreign language tutoring and interlingual machine
translation Machine Translation, 12 1-55

Hana Filip Michael Tanenhaus, Greg Carlson, Paul Al-
lopenna, and Joshua Blatt 1999 Reduced rela-
tives judged hard require constramt-based analyses
In P Merlo and S Stevenson, editors, Sentence Pro-
cessing and the Lericon Formal, Computational, and
Ezperimental Perspectives, John Benjamins, Holland

Ken Hale and Jay keyser 1993 On argument struc-
ture and the lexical representation of syntactic rela-
tions In K Hale and J Keyser, editors, The View
from Building 20, pages 53-110 MIT Press

Judith L Klavans and Marun Chodorow 1992 De-
grees of stativity The lexical representation of verb
aspect In Proceedings of the Fourteenth International
Conference on Computational Linguistics

Judith hlavans and Min-Yen Kan 1998 Role of verbs
in document analysis In Proc of the 36th Annual
Meeting of the ACL and the 17th International Con-
ference on Computational Linguistics (COLING-ACL
'98), pages 680-686, Montreal, Canada Umversite de
Montreal

Beth Levin and Malka Rappapo‘r't'Hovav 1995 Unac-
cusativity MIT Press, Cambndge, MA

Beth Levin 1993 English Verb Classes and ilterna-
tions Chicago University Press, Chicago, IL

Maryellen C MacDonald 1994 Probabilistic con-
stramnts and syntactic ambiguity resolution Language
and Cognitive Processes, 9(2) 157-201

Paola Merlo and Suzanne Stevenson 1998 What gram-
mars tell us about corpora the case of reduced rela-
tive clauses In Proceedings of the Sizrth Workshop on
Very Large Corpora, pages 134-142, Montreal, CA

George Miller, R Bechwith, C Fellbaum, D Gioss, and
K Mller 1990 Five papers on Wordnet Technical
report, Cognitive Science Lab, Princeton University

Martha Palmer 1999 Consistent critena for sense dis-
tinctions Compuling for the Humanities

Fernando Pereira, Naftali Tishby, and Lilhan Lee 1993
Distnbutional clustering of english words In Proc of
the 31th Annual Meeting of the 4CL, pages 183-190

Fernando Pererra, Ido Dagan, and Lillan Lee 1997
Simulanity-based methods for word sense disambigua-
tion In Proc of the J5th Annual Meeting of the
ACL and the 8th Conf of the EACL (ACL/EACL'97)
pages 56 -63

Geoffrey K Pullum 1996 Learnabihty, hyperlearn-
ing, and the poverty of the stimulus In Jan John-
son, Matthew L Juge, and Jen L Moxley, editors,
22nd Annual Meeting of the Berkeley Linguistics So-
ciety General Session and Parasesston on the Role of
Learnability in Grammatical Theory, pages 498-513,
Berkeley, Cahfornia Berkeley Linguistics Society

James Pustejovsky 1995 The Generatwe Lericon MIT

Press
3 oo

J Ross Qumlan 1992 C4 5 Programs for Machine
Learning Senies in Machine Learming Morgan Lhauf-
mann, San Mateo, CA

Philp Resmk 1992 Wordnet and distnibutional anal-
ysis a class-based approach to lexical discovery
In 4447 Workshop in Statistically-based NLP Tech-
niques, pages 56-64

Doug Roland and Dan Jurafshy 1998 How verh subcat-
egonzation frequencies are affected by corpus choice
In Proc of the 36th Annual Veeting of the 4CL, Mon-
treal, CA

Suzanne Stetvenson and Paola Merlo 1997 Levical
structure and parsing compleits  Language and Cog-
nitwve Processes, 12(2/3) 319-399

Suzanne Stevenson and Paocla Merlo 1999 Automatic
verb classification using distmbutions of grammatical
features In Proc of the 9th Conference of the Eu-
ropean Chapter of the ACL, Bergen, Norway, pages
45-52

John Trueswell 1996 The role of lexical frequency
In syntactic ambiguity resolution J of Memory and
Language, 33 566-585



