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Abstract

We present statistical models of Japanese dependency
analysis and report results of some experiments to in-
vestigate the performance of the models for the use fo
a partical parsing system. The statistical models are
rather simple compared with the recent complex mod-
els and intesively use lexical level information, such as
morphemes, and part-of-speech tags..

We conducted several experiments to show the fol-
lowing properties of the models:

& performance of the models according to feature selec-
tion

& performance of the models as a partial parsing sys-
e

The EDR[G] corpus was used for both training and
evaluation of the systen.

. Introduction

A number of statistical parsing methods have been pro-
posed. most of the systems focus on full parsing of sen-
tences, and do not discuss the performance of partial
parses, wlich 1s cruelal for some applications, such as
information retrieval or pre processing of corpus anno-
tation,

Early approaches of statistical parsing [15, 10, 13]
conditioned probabilities on syntactic rules, To take
nore contextual information into account, word collo-
cation is applied to syntactic formalization, such as lex-
tealized PCFG. lexicalized tree adjoining granimar, and
lexicalized link grammar.

The length of phrases or the distance bhetween head-
words were also considered in the several models [16, 8]

There are parsing methods that de not yeguire a
grazumar. Collins {3] proposes a statistical parser based
on probabilities of dependencies bhetween hiead-words in
parse trees. Yasuhara [18], constructs a system based
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on collecation counts as the ouly source of grammati-
cal information. He uses co-occurrence patterus of the
POS tags of head-words. The method, however, s not
statistical, in that it only accummlates correct patterus
for direct use.

Magerman {4] proposes a statistical parser hased on
a decision tree model, in which the probabilities are
conditioned on the derivation history of the parse trees
[4, 10]. He compares the decision tree model with the
n-gram model, and claims that the amount of parame-
ters in the resulting model remains relatively constant,
depending mostly on the number of training examples.

Charniak [5] proposes a new model and compared
it with Colling’, and Magerman's models and shows
what aspects of these systems affect their relative per-
formance.

In general, statistical models suffer from the problem
of data sparsencss,

Instead of using a complex statistical model combined
with various smoothing techniques [1, 2, 7, 9, We stick
to a statistical model of sunple setting alming at an
casy implementation, and pursne a way to select useful
information for achieving higher parse accuracy.

The basic model is close to Collins™ model[3] Japanese
dependency structure are nsually based on phrasal uuits
{called “bunsetsu”™). A bunsetsu basically consists of one
{or a sequence of ) content word(s) and its succeeding
function words {that forms the smallest phrase, such as
a simple noun phrase.}.

We consider the dependencey structure such that ev-
ery bunsetsu In a seantence except the right most one
modifies one of its following bunsetsw’s in the senteice
and no two modifications may cross cach other,

The difference of our model to Colling” model prin-
cipally comes from the property of Japanese sentence
structure. First, the type of modification relation {de-
pendency relations) is unigly determined by the fune-
tion words or the ending form of the medifier. Second,
thie modification always direct from left to right since
Japanese 1s a head-final language.



There are various features that may affect the parsing
precision. We test a number of possible setting and try
to fiud out the best combination of features. We also
test the performance of partial parsing in several set-
tings. 200,00 parsed Japanese sentences in EDR corpus
is used for evaluation.

In the next section, the statistical model is described.
Section 3 outlines the parsing algorithm is outlined. sec-
tion 4 presents the evaluation method. Final section is
for conclusion and future work.

2, The Statistical Model

We propoese a statistical model based on the features
of bunsetsw's. Those features usually defined by the re-
suit of morphological analysis, such as part-of-speech
(POS)Y tags, inflection types, punctuations, and other
grammatical or surface information, Some features are
determined not directly from the modifier and mod-
ifice bunsetsu’s For instance, the number of bunseisu
between a modifier and a modifiee can be a feature.

We first introduce notational counventions. § =
Wi .. Wy 18 a sentence, where w; is the i-th word.
T is a sequence of words and tag pairs, that is, T =
< wy o, < Wayte >0 F1s a sequence of bun-
seisuy and featuve pairs, that is, F =< b),f} >,....<
D fa = We nse the notation Dep(d) = j to indicate
that the #th bunseisy in the sequence is a modifier to
the #th bunsetsu. Here, the symbol w6, andd; stand
for word, tag, and bunsctsu respectively, and f; repre-
seuts the set of features assigned to bunsetsu b;. The
subscripts m. and nstand for the number of bunsetsu’s
and words, respectively, Lo is the sequence of dependen-
cies: L= (Dep(1), Dep{2).. .., Dep{m — 1)), |

In general, a statistical parsing model estiniates the
conditional probability, P(P; | 5), for each vandidate
parse tree P, for a seutence S, In Japanese depen-
dency structure analysis, the final goal is to identify L
rather than F, and we try to maximize the probability
P(L,ET|SY).

The wost likely dependeney structure analysis under
the modet is then:

Lbf:a‘! = 5)

argmax P(L BT
= argnax P(LIF,T.8) P{F|T,8) P(T

LR

5)

We assume that bunsctse construction only depend
on word/tag pairs, hence PP 1T, 8) = P(F | T), and
assume that a dependency structure can be determined
only by bunsetsu features, thus P(L | F,T,5) = P(L |
FY. The eguation {1} is now writien:

Lpese = argmax P(L|F) P(F

L

™ P(T

S)
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For simplicity, we assume that the morphological
analysis and the bunsefsw construction are both deter-
ministic. For the morphological analysis, we use the
most likely output of the Japanese morphological ana-
lyzer ChaSen [11].

For the bunsetsw construction, we use a finite state
transducer constructed from regular expressions of
word /tag pairs.

What we need to do therefor is to estimate P(L | F),
and find L for each S that maximizes the conditional
probability P(L | F).

We assume that dependencies ave mutually indepen-
dent, that is,

m—1

P(L|F)= ] P(Depli)=j | f1,.- . fm)

i=1

(1

and no two wmodifications may cross cach other.

fi,.., i stands for the sequence of bunsetse features
assigned to the bunsetsu. Thus, P{L | F) can be defined
as the product of the probability of dependency pairs.

One point that differs from the Collins® model is that
our model does not estimate the type of dependency
relations. It ouly estiimate the existence of the depen-
deney relations. This is because the type of dependency
is determined uniguely by the modifier in Japanese sen-
tences,

~The model estimate the probability of cach depen-
deney palr directly by maximum likelihood estimation
based on bunsctsu features. Head-words, POS tags,
word classes, function words, punctuations, and dis-
tance measure such as the nunber of bunsetsw’s are used
available for the probability estimation.

We can expand cach item of the equation (1) by us-
ing those features, and assuming mdependence of the
co-ofcurrence of some features. In the following, we
discriminate the bunsetsu features that directory relate
to the modifier and modifice and the distance features
that relate to relative positions of the modifier and the
modifiee,

P (Df.’j){f):j ! fi,..., f)n)
s Pp(Depli)=j | f1,.. . Im)
X P Dep(=7 | f1.. .. fm)

In the second cquation, we assume independence of
two kinds of probabilities. The first is the collocation
probability between bunsetsu features, and the second
cne is the distance feature besween two bunsetsu’s. The
independency of these two probabilities reduce the size
of the model.

We refer to the probability (2) as the collocation
probability, and the probability (3) as the distance
probability,



The remainder of this section explains these proba-
bilities in detail.

Head Collocation Probability

Japanese langnage has dependency relations expressed
by the function words or the ending form, and they play
a crucial role in determining the dependency structure,
The relation name (type} is usually determined by the
funection words.

If a bunsetsu has no function words, we use POS tag
{and inflection type) of the right most content word of
the bunsetsi.

Head word is basically defined by the right most cou-
tent word in the eaclh bunsetsu.

By using these features, we define two models of
head-collocation probabilities. The first is the gener-
ation probability of features and the second is the col-
location probability of features.

In the first model, we asstme Japanesc dependency
structure is the result of selectional process of which
cach modifier selects a modifice, The selectional prob-
ability is written as Fy(hy,rj,p; | hiyraps) In this
expression, the modifice’s features are Ay, vy, p; given
that modifier’s features are by, v, p. The symbols
fep vy, andp; stand for head feature, relation type, and
punciuation, respectively, With this setéing, we make
the following approximation:

Fr (Depldy=7 | 11,...

anl)
def
= Fy(h»j,'l‘j,])j | hf, ?'i,j),‘)
The maximum-likelihood estimate of Fy 1s given as

follows:

-F_q (hj«?'jepj | h-z'-.T'i«Pi)
C{Dep(D) e, hiyriapis gy v, 05)

ClDep() =7, iy 11, 1)

C{Depliy =4, hayrops by, riop;r 1s the number of
times that feature pairs of hj vy p and hy,ry,py are
i a dependency relation in the training data.

In the second model, we define the the selectional
probabitity as Fo(Dep(d)=j | hyyrispi, hyorg,py). This
is the probability that bunseisu by modifies bunselsu by
wheu those bunsefsw’s appear in the same sentence,

Py {Dep(i)=7 | f1,...,fm)
def . .
= Fo{Depliy=j | hiyriopis gy ;)
The waximum-likelihood estimate of F. is given as
foliows:

Fo {Dep(i)=j | hisriypa hjory,my)
(:{’1)()}';([):]‘ h‘f:""i}pi'yh‘jﬁ"js})j)
C(h‘is'-"ia'])hh‘ja"'j-.Pj)
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Colhay i 0 Iy vy, p5) s the number of times Ay, vy, p;
and g, vy, py appear in the same sentence in the train-
ing data. Cs(Dep(i)=j, hi,ri,pi, byyrgspy) is the num-
ber of thies hy, vy, ps and fiy, 75, py are seen in the same
sentence in the training data and by wodifies b; with
the relation »;.

For tlie head feature Ay, we can use the head word,
as well as the POS tag or the word class of a head
word. We use the Japanese thesaurus * Bunrui Goi
Hyow{BGH)[12] to define word classes. BGH las a
six-layered abstraction hierarchy, in which more than
80,000 words are assigned at the leaves,

For eacli of those probabilities cxplained above, we
tested the following models for feature selection.

POS model  uses POS tags for the lhead
feature.

uses POS tags and lexical forms
for the hiead feature.

uses POS tags, lexical forms, and
word classes for the head feature.

LEX model

BGH model

To acquire the statistics, we have to resolve the fol-
lowing ambignitics:

e Which level of thesaurus hierarchy is appropriate as
the class for head-word

e How much information from the fanction words
should be considered to define the dependency re-
lation names.

For the lmitaton of computer resources, we could
not use all the combination of word classes {the combi-
nation of modifier and modifee}. The collocation of
word classes 1 the same layer in BGH was learned
{from the 2nd to 6eh layer) and used separately.

in the current implementation, we count the statis-
ties for various length of dependency relation names,
Consider the examples in Table 1.

Relation feature of modifier in 3 — 4 may be *F C-
7 or *I7 Relation feature of modifice tn 3 — 4 may
be “W 47 or empty.

Then, head collocation feature combinations defined
fo 3 -+ 4 are as follows (in the case of LEX model):



B i), (24

flo L€ — 12y [5EH ¥ 3 (I complete it untill this spring)

modifier’s features modifice’s features
relation rame | head head relation name
1 —4 || & i3 (particle) SEAY SEAh
294 || £ N (demonstrative | % {case particle) SEHE SHAH
pronoun)
3—4 || F £ T (particle)-1 | G2 R
(case particle)

Table 1: Example of dependency relations. Each square bracket represents a bunseisu

modifier’s feature modifiee’s feature

relation name | head head | relation name
N f Tl | 2ED
T b SR | -

2 B SEEh | 2ED

[ i SEHE -

T¢I Noun | 524K )
ERGR Noun | SEM -

. Noun | 5 a5

bz Noun | 5% | -

F T i Noun | o4

E b Noun | -

. B2 Noun {| 345

bz # Noun | -

Ea Noun | Noun | &5

F T4 Noun ! Noun | -

[ Noun | Noun | &5

iz Noun | Noun | -

The Distance Probability

Distance measure of dependency relations 1s an ipor-
tant factor to disambiguate dependency structure, For
instance, relation type “ha/particle” has a 1011(19;1(\ to
modify a distant phrasal unit.

For the distance measure of a pair of bunsetsu’s, we
use the numbers of the bunsetsu’s and punctuations be-
tween them.

Two types of probabilities are considered for
probabilities of head-collocation described above,

Generation probability model of the distance features
is as follows:

PalDepli)=j | {1..

the

s fm)

Q

Fltri,digopiy | ve)
ClDepli)=j,vi,dis,0i5)
C(Depli) = j',ri)

Collocation probability version of the distance fea-
tures is as follows:

Pa(Depli)=j)

FHDep(iy=j | riydig,pij)
C{Dep(i)=j,ri, dij. pis)
Clri,digypij)
dyij, and py; indicate the number of bunseisu’s and the
number of punctuations, respectively.

Q
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Same as the case of estimation of head collocation
probabilities, modification relations of various length
was extracted from each modification pair.

3. The Algorithm

Full Parse
1. Tokenization and POS-tagging is applied to the input

2. Construct dunsctsu and define its features,

3. Calculate the probabilities of every bunselsu pair, by
using statistics derived from the EDR corpus.

4, Compose the most likely (or n-best) dependency
structure based on the statistical model described in
-section 2.

For the first step, we use the morphological analyzer,
ChaSen[i1].

For the second step,
setsu’

tokens are analized into bun-
based on pre-defined regular expressions, and
then bunsetsw features are extracted. The basic rules
for assigning features are as follows:

e The right most content word in the bunsctsu beconles
the head feature.

e Morphological iformation {such as word, tag, and
inflection form) of function words iu the bunsefsu de-
firres the dependency relation.

There is a room to customize the rules by a user
to cope with exceptional cases which do not fall into a
general pattern, and to cope with conceptual differences
hetween system designs,

For the fourth step, we consider
structure such that:

the dependency

o Every bunsetsu in 5 except the right mest one mod-
ifies oue of its succeeding bunsetsw's in the sentence

e No two modifications may cross cach other {crossing
constraint)



Under those constraints, we use CYK algorithm to ef-
fectively select the most likely (n-best) combination of
dependency relations.

Partial Parse

We propose three types of partial parsing, which focuses
on the probabilities of each dependency pairs {p0), the
probabilities of whole dependency structure (pl), and
some specific dependency relatious (p2).

(p0) Output dependency relatious of which probabil-
ity 1s higher than a particular threshold. The resuit
is the set of dependencies,

{p1l} N-best parses are firstly obtained, Then, the
dependencies that are included in all of the N-best
parses are seiccted as the result.

(p2) Only the dependencies of the specified relations
are preduced.

In the p algorithm, we do not use CYX algorithm,
I there are more than two modifices whose dependency
probabilities are higher than the threshold, the highest
one is chosen {in other words, do not care about “cross-
tng constraint” ). Although this method is very simple,
it i useful, for example, to help interactive correction
procedire of tree-hank construction.

To use the p2 algorithm, we must evaluate the pre-
cision for each relation typef. Some experiments are
given in the following section.

4. System Evaluation

For the traiming and test corpora, we used EDR
Japanese bracketed corpus [6], which contains about
208,000 sentences collected from articles of newspapers
and magazines.

We splitted the sentences into twenty files. Oune of
these files is held out for evaluation and others are used
for training.

Full parse accuracy is evaluated by the precision of
correct dependency pairs.  Partial parse accuracy is
evaduated by the precision and recall of correct depen-
dency pairs.

Precision and recall arve defined as follows:

Precision =
Nunber of correct dependencies generated by the system

Number of system’s output of dependencies
Reeall =

Number of correct dependencies generated by the system

Total number of dependencies
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Evaluation of Full Parse

The precigion of the number of dependency pairs was
calculated under the following models,

{a) Base-line

(b} POS model
{c} LEX model
(d) BGH model

The model (a) is nsed as the base-line, in which all
modifiers wmodify its immediate right bunsetsu. *POS
model” means that POS tags of head-words are used as
the head feature. “LEX model” means that POS tags of
head-words and lexical items are used. “BGH model”
means that POS tags, lexical items, and word classes
are used as the head feature. The level of the layers in
the thesaurus is altered from 2 to 6 (leaf layer),

For each of (b}, (¢}, {d) models, we applied two prob-
ability models described in section 2 {generation prob-
ability and collocation probability) to cacli of head-
collocation probability and distance probability. Then
cach (a), {b), (¢), and (4) models has four different
models, But we only shows the result of the following
two models, for the cach POS, LEX, and BGH model.

¢ head-collocation {cellocation model) + distance {gen-
avation model) — model-1

e head-collocation {collocation model} + distance {col-
location model) — model-2

Since the other two models give the performance {pre-
cision) as low as 70 %, we will not go into more detail of
those models. The amounnt of training data was changed
and evaluated in terms of the precision of correct de-
pendency refations.

Figure 1 shows the result of the precision for the
inside and outside data under “model-1"7 . Figure 2
shows the resalt of the precision for the inside and the
outside data under “model-27,

“BGHE” in the figure meaus that the sixth-layer of
the thesanrus is used for the word class. It stightly
outperforms other models that use higher layers in the
thesanrus,

Wlhen evaluating with outside data, we inposed cer-
tain freguency threshold on the statistical data, that is,
the collocation data whose occurrence frequency s less
than i-times was discarded, where 7 15 a predetermined
threshold.

Figure 3 show the resulting change of precistons
the POS, LEX, BGH models.
changed from 2 to 10,

' By “inside data”, we mean that the training data is used
also for the test data, whereas “outside data”™ means that
the held-out data is used for the test data.

under
The value of #¢"

Was
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Figure 3: Precision of full parses. Trained from 190,000
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From this experiment, we decided to set the value of
ito 4.

The LEX model shows the highest performance in
both cases, and the result of model-1 outperforms that
of model-2 constantly.

Surprisingly, the BGH model shows poor perfor-
mance than the POS model, A part of the reason may
comes from the fact that we only used one layer of word
classes for each experiments. Other reason may be that
the hierarchy of “Bunrui Goi Hyou” is not adequate for
the syntactic analysis.

The graph shows that the performance of the inside
data decreases when the size of training data increases,

The precision of the outside data in “model-1” con-
stantly close up to the precision of the inside data.

We use “model-1" for further analysis.

Contribution of Head-Collocation
Probability and Distance Probability

To test which features of head-collocation and distance
feature contribute to the accuracy of parsing, the fol-
lowing models are tested.

() Distance probability
(f) POS model without the distance probability
(g} LEX without the distance probability
{h) BGH without the distance probability
Each model is trained by 190,000 sentences, and evalu-

ated by 1,000 sentences held out from the training data.

model | precision % | correct/total

(€] 66.07 50877610
(f) 79.09 6019/7610
() 80.09 60957610
(k) T7.58 5819/7610

Table 2: Precision for 1,000 sentences.

The distance prohability makes little contribution to
the parsing accuracy compared to the head collocation
probability. Tlis is because the features used for the
distance probability is too simple.

Sentence Level Evaluation
We evaluate sentence level accuracy in this section. A
sentence is regarded as correct if the correct structure
is found in the n-best parse of the parser, where n is a
predetermined value.

Figure 4 shows the rate of correct parses appearing
in the n-best parses, where n is changed from 1 to 10.
The average number of bunsefsu’s in a sentence is 7.
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Figure 4: Distribution of corvect parses {out of 10,000
sentences). Trained under LEX model by 190,000 sen-
tences,

When n is 5 the precision is 65.21 %, and when = is
10, it becomes 73.40 %.

Evaluation of Each Relation Types

We also check the precision of relation types. The re-
sults are shown in Table 5. The first column specifies
the type of dependency, which consists of o word, a tag
or an inflection form. The second column in Table 5 in-
dicates the ratio of correct dependencies over the total
system outpuf.

It 13 seen that the frequencies of relation type, noun
base-form-verh, and ha-particle are high, and influence
system’s performance, since the precisions for these
refations are bad, The particie “ha’, “verb/renyon”,
and “verb/tekel” can construct subordinate clauses in
Japanese, and in some cases, it is difficult even for hu-
man to consistently determine its modifiee.

A noun 4+ punctuation pattern is also a problematic
case, because it can be a part of conjunction phirases.
They behave like adverbs {temperal noun and adverbial
nioun) or form subordinate clauses.

In these cases, it is reasonable to leave these modifiees
unspecified. This doesn’s conflict the purpose of using
the system for practical fields or preprocessor of higher
NLP, because it is favorable to output reliable partial
parses rather than output unreliable full parses.

Fvaluation of Partial Parsing
The resuits of full parsing accuracy show that model-1
under the LEX model outperforms other models.

For the model, we further examined partial parsing
methods explained in section 3, and evaluated its pre-
cision and recall,

Table 3 shows the result of p0 algorithun, The first
coluzan i Table 3 indicates the threshaold on the prol-

924

PfOCl!:Oﬂ -
U7,
g e e T
N
09— “
o8t |
o y
TR,
.
06 | “
TUHL
.
e
e
[ o
0.4 ) [
2 3 4 5 s 7 P - A

Figure 6 Evaluation of pl algorithmn.
learned from 190,000 sentences was used.

LEX model

ability of each dependency relation. The degree of the

threshold | precision Je{correct/total) | recall % (correct/totalt |
1.5 86,16 {63567737T) F1.02 (6377610
6.6 88,24 (6193/7019) 81,38 (6193/7610)
G.7 $0.24 (5999/6648) 78,83 (5999/7610)
0.8 92.33 (53705/6179) T4.97 (5705/7610)
0.9 95,19 {5149/5409) 47.66 {5149/7610)

Table 3: Evaluation of p0 algorithm.
tearned from 194,000 sentences was used.,

LEX model

reliability {hence the degree of the precision) can De
controlled by the value of the threshold on the proba-
bilities.

Figure 5 shows the result of pf algoritlun. The value
of *n” in the pf algorithm is varied from 2 to 10.

The degree of the precision can be controlled by the
value of “n”. Figure 6 depicts the results in graphs.

thieshold | precision %(correct/iotal) T vecall % {correct/lotal) |
2 3377 (5145/75409) T7T.14 {5149/T610})
3 91.09 (5705/6179} 69.91 {5705/7610}
4 92.53 (5599 /6648) £5.80 (5399/7616)
5 93.47 (6193/701%) 61.46 (6193/7616)
6 94.99 (6356/7377) 58.59 (6356/7610)
T 94.71 (6356/7377) 5821 (63567761 M
& 95.26 (6356/7377) 54.14 (6356/7610)
9 95.78 (6356/7377) 52.40 (6356/7610)
10 95.49 {6356/7377) 50,38 (6356/7610)

Table 4: Evaluation of p! algorithm.
learned from 190,000 sentences was used.

LEX model

Table 5 shows the result of p2 algorithm. pg algo-
rithm achieves shightly better preciston than full parse,
but is not as good as pd and p! algorithms,

When comparing three methods, p@ algorithm shows
highest performance, in terms of the precision and re-



[ relation name (fexicon/POS finflection form) | precision (%) [ correct | total |
Jadjective frental 95.41 1016 T 1068
/demonstrative/ 93.72 1320 ] 1418

wo/cp/ 93.32 7000 | 7501
no/p/ 93,15 11040 | 11980
nifep/ 91.51 5769 | 6304
/adjective/renyou 88.14 959 | 1088
a/<n] 5704 5025 | 5714
[verh/hase 87.32 134477 1539
tofcp/ 85.40 15685 | 1854
mo/p/ 33.54 1680 | 2011
defcp/ 81.83 991 | 1211
Jverh [tekel 79.55 0267 1164 |
Jtemporal noun/ 78.20 1155 | 1477 |
da/declarative/teke 77.96 a02 1 1157
Tia/p/ 75,30 5700|7687
[noun/ 75.29 1182 | 1570
Jverh frenyou 72,43 796 | 1099

Figure 3 Systemn’s outputs were classified according to the right most constituent of relation type, and sorted with
their precisions. The symbol ¢p, and p in the first column mean case-particle and particle. Renyou, rentai tekel and

Iase are the names of inflection forms.

relation types

without “ha”

without “verb/renyou,tekei”
without “verl/renyou,tekei, ha”

precision%
76,21 (5904 /6808)
85.56 (6333/7402)
86.57 (5748,/6640)

Table 5: Dependency relations without some types of
relations. Trained by 190,000 sentences. Evaluated by
other 1,000 senteuces.

call. When pf and pI algorithm shows smng:]';rccision,
p algorithm shows lugher recall.

p0 and pl algorithms can be controlled by a single
pararneter,

5. Conclusion and Future Works

We showed that the statistical method ncorporating
lexical level information without any grammar rale is
cffective in Japanese dependency structure analysis,

Instead of lexical items, we also tested word classes
of the thesanrus as head features of phrasal units (BGH
medel). But that model showed poor performance than
the POS model (which uses part-of-speech tags, as head
features). This may be because that the hierarchy of
applied thesaurus is not appropriate for the syntactic
aunalysis.

85 % of precision {the munber of correct dependency
relations) is achieved by wsing LEX model.

In those experiments, the combinations of features
are determined manually by human, There is a room
to select the combinations of features antomatically.
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One reason of this comes from the fact that we ap-
plied various kinds of distance features, such as the
number of noun phrases, the number of case particles,
the nmnber of verbs and other kinds of grammatical fea-
tures hetween two bunsetsu’s, but finally it turned out
that simple features, such as the number of bunselsu’s

and punctuations between two bunsctsu's shows good

performance.  This may imply the lmitaion of man-
ual selection of combinations of features. Automatical
selection of appropriate features is one of our future
works.

We also proposed several partial parse methods,
Aamong thew, p algorithm is exhibited highest per-
formance in terms of precision and recall, in spite of 1ts
simplicity of algerithim,

In pd algorithm, the degree of reliability (in other
word, degree of precision) is controllable by a single
parametern.

Partial parse method can be used for other NLP ap-
plications, such as information retrieval or preprocess-
ing of corpus anuotation.
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