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1 Introd uction 

We describe the development of XHPSG, a 
large-scale English grammar in the HPSG for­
malism translated from the XTAG grammar 
(The XTAG Research Group, 1995). Our goal 
is to obtain a large-scale, linguistically sound 
grammar for our HPSG parser (Makino et al„ 
1998) with a relatively small workload. For this 
purpose, we try to make an HPSG grammar 
equivalent to the XTAG grammar in the strong 
sense where we preserve the structures and the 
linguistic analysis of the XTAG grammar. 

To guarantee the equivalence of the XHPSG 
and XTAG grammars, the following conditions 
must be satisfied: 1) An XTAG elementary tree 
is translated to an XHPSG lexical item that 
translates back to the original elementary tree 
by applying the schemata and principles; 2) No 
XHPSG lexical item translates back to a tree 
other than the original XTAG elementary tree; 
3) Substitution and adjunction allowed in the 
original grarnmar, and no other opeations, are 
simulated in the XHPSG parsing. 

We not only use the HPSG formalism to 
express the linguistic analyses of the XTAG 
grammar, but also preserve, as much as pos­
sible, the general framework of the linguistic 
analyses given in the standard HPSG (Pollard 
and Sag, 1994). We use the standard HPSG 
schemata and the principles that are concerned 
with syntax, and translate the XTAG elemen­
tary trees into lexical feature structures so that 
they satisfy the conditions 1), 2) and 3) with 
them. Given that the XTAG features are used 
for controlling the substitution and adjunction, 
the condition 3) is reduced to the problem of 
whether or not all the XTAG features can be 

'This work is partially Iounded by Japan Society for 
the Promotion oC Science (JSPS-RFTF96P00502) . 
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rnapped to HPSG feature structures so that 
their values are properly propageted by the ap­
plication of those schemata and principles. 

2 Translation 

vVe start with the standard HPSG feature struc­
ture and schemata1 with slight modification and 
addition. As for principles, we use phonology-, 
head-feature-, valence-, non-local feature-, spec­
and marker-principles. 

We separate the translations to two steps. 
First, we translate the tree structure of elemen­
tary trees to HPSG feature structures. Second, 
we map the XTAG feature into the HPSG struc­
ture. 

2.1 Translation of the tree structure 

In most initial trees, labels of the nodes on the 
trunk (the path from the anchor to the root) are 
the projections of that of the lexical anchor. On 
the other hand, in HPSG, labels are expressed 
by apart ofthe HEAD and the VALENCE features. 
The HEAD feature corresponds to the projection 
of a category. For example, VP is expressed 
as a structure whose HEAD is verb and COMPS 
is saturated and S is expressed as a structure 
whose HEAD is verb and both COMPS and SUBJ is 
saturated (Figure 1). Thus, if no features are 
concerned, the nodes on the trunk corresponds 
to the HEAD feature2 and we can construct the 
lexical feature structure corresponding to an ini­
tial tree by translating the label of the nodcs on 

1ReCer to (Pollard and Sag, 1994) Ior the mean­
ing oC the standard HPSG Ceatures and schemata: 
We use the following abbreviations for feature 
names: SS=SYllSEH, LOC=LDCAL, NONLDC=NDNLOCAL, 
VAL=VALENCE, HARK=HARKING. 

2 In a Cew initial trees whose labe! oC the root is dif­
ferent from that of the anchor, we set the HEAD feature 
according to the root node because oC the substitution . 
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Figure 1: Correspondence between node labels 
and feature structures 

the trunk into the HEAD features and rernain­
ing nodes into SUBJ, COMPS or SLASH features 
according to the syntactic role of the nodes. 

For exarnple, a1 in Fig 2 shows the tree for a 
transitive verb like. As an HPSG scherna cor-
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Figure 2: Translation of verb like 

responds to one branching of the tree, the tree 
can be re-constructed if a proper schema is se­
lected for each branching. In this case, applying 
head-cornplement, and head-subject in this or­
der will restore the shape of a tree and properly 
project the information contained in the anchor 
to the root of the tree3 • 

In auxiliary trees, we translate the anchor to 
the HEAD and leaf node other than the foot node 
to an element of either SUBJ, CDMPS, or SLASH 
list, as in initial trees. However, as an auxiliary 
tree adjoins to a node of another tree, the la­
be! and the structure of the adjoined tree must 

3The specification of schemata presented in (Pollard 
and Sag, 1994) ensures that the schemata are applied 
in proper order. For example, the condition on head­
subject schema that the COHPS of the head daughter must 
be empty ensures that the subject comes above the com­
plements on the tree structure. 
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be preserved after the adjunction. Therefore, 
in the application of a schema corresponding 
to a branching just above the foot node, the 
HEAD, VAL and SLASH must be preserved (Figure 
3). Considering this property and the fact that 
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Figure 3: Adjunction 

the auxiliary tree selects the node it adjoins, 
it seerns natural to put the foot node into the 
MDD or SPEC feature so that the head-adjunct or 
head-marker schema will be applied to form the 
branching just above the foot node in a way that 
the auxiliary tree becomes the adjunct or the 
marker (Figure 4). As adjunction involves the 
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Figure 4: Translation of modifiers 

propagation of other feature values, the transla­
tion of an auxiliary trees is re-examined in sec­
tion 2.2. 

2.2 Translation of the feature and the 
auxiliary trees 

Generally, the HPSG features propagatc from 
the daughters to the mother as iri Table 14 . 

We put the XTAG features that have an 
equivalent in the HEAD features of the stan­
dard HPSG into XHPSG HEAD features. \\'c 
call these XTAG features HEAD' features. \Ve 
observed that the values of HEAD' features are 
propagated from the node defined as the hea<l­
daughter in section 2.1 on the branching that is 

4In exceptional cases, the propagation is explicitly 
marke<l in the lexical item 



Table 1: Propagation of HPSG features 

H:the value propagates from head-daughter to the 
mother n:the value propagates from head-daughter to 
the mother e:the value propagates from either daughter 
A:the value must agree between both daughters U:the 
value of the feature on the head-daughter unifies the non­
head daughter 

not the one just above the foot node of an aux­
iliary tree. We put the agr feature into INDEX 
feature and trace into the SLASH feature. 

Arnong the remaining features, the ones 
whose value propagates in the same way as 
the HEAD' feature values are also put into the 
XHPSG HEAD feature, and the others are put 
into the MARKING feature. Table 2 shows where 
the XTAG features are put into in the XH­
PSG feature structure. Now, we re-examine 

Table 2: Correspondence ofXTAG and XHPSG 
features 

IJ\.TAü feature XH .. „ - leature 
assign-ca.se, a.ss1gn-comp, ca.se"', ex- HEAD 
tracted•, inv*, mainv•, mode*, passive, 
perfect, pred, progressive, pron, tense* 
card, comp, const, decrease, detimte, 
gen, neg, quan, sub-conj, wh 

HARKillG 

agr IllDEX 
trace SLASH 

The features marked w1th * has a counterpart HEAD 
feature in tbe standard HPSG analysis. 

the translation of tree structure regarding foot 
nodes. We deterrnine the schema to be applied 
to the branching above the foot node as fol­
lows: If the auxiliary tree changes the value of 
the HEAD feature on adjunction, we apply the 
head-cornplernent scherna on the branching just 
above the foot node. In this case, the foot node 
becomes a complement just as in the case of 
substitution node5 (Figure 5); If the auxiliary 
tree does not change the value of the HEAD node 
but changes the value of the MARKING feature on 

~The tree structu re of the tree that this kind of au x­
iliary tree adjoins to is kept by letting the appropiriate 
part of the VALElfCE feature structure-share betweeu the 
head and the complement. 
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Figure 5: Translation of verbs that take a sen­
tential complement 

adjunction, we apply the head-rnarker schema 
on the branching just above the foot node. In 
this case, the foot node becomes the head to 
be selected by the SPEC feature of the lexical 
feature structure corresponding to the auxiliary 
tree (Figure 6); Otherwise, we apply the head-

some 

Figure 6: Translation of determiners 

rnodifier schema on the branching just abon· 
the foot node. In this case1 the foot node bC'· 

comes the head to be selected by the MOD featun· 
of the lexical feature structure corresponding to 

the auxiliary tree 6 (Figure 4). 

3 Problems 

Though in most cases the abovementiom·cl 
translation works, there . are a few exceptional 
cases. In this section, we mention two casc~. 
The first one is a treatment of bar level, tlll' 
second is predicatives. 

3.1 Bar level 

As mentioned in section 2.1, bar-level is not 
explicitly marked in the standard HPSG ( SC'C' 

Figure 1), but implicitly stated in VALENCE fca­
tures. In consequence, there is no distinction 
between a word who has no arguments and the 
phrase just consists of that word. 

6 In the latter two cases, the tree structure of the trec· 
that the auxiliary tree adjoins to is kept by the Yalenc<· 
principle and the head-marker (head-adjunct) schema. 



This caused a problem when modifiers are in­
volved. For example, there is no way to prevent 
a noun-modifying adjective from modifying an 
NP as there is no distinction between N with no 
arguments and NP. 

To solve the problem we introduced features 
named XP and ASSIGN...XP. XP is used for restrict 
the modifiee's bar-level. ASSIGN...XP is used by a 
modifier to assign a bar-level to a phrase gener­
ated as a result of modification. 

3.2 Predicatives and small clause 

In XTAG analysis, a predicative noun7 has a 
tree whose root is labeled S and the copula be 
has an auxiliary that adjoins to the tree. We 
assigned a head feature verb to a predicative 
noun (see the footnote in section 2.1). How­
ever, we could not allow the extraction of the 
predicative noun, because it would be the head 
that is extracted. We splitted the lexical entry 
of be to handle the extraction. 

4 Implementation 

We have translated the syntactic lexicon of the 
XTAG grammar version 1.1 and implemented 
the translated grammar in LiLFeS language 
(Makino et al., 1998). We assumed only binary 
branching, and splitted the schemata according 
to whether the head is on the left or on the right. 

Currently we have verified our grammar par­
tially in the sense that XHPSG grammar gen­
erates the structures equivalent to the elemen­
tary trees and the trees constructed with one 
or less adjunction. For the general cases, we 
are currently working on ~onstructing a struc­
ture equivalent to the derivation tree for XTAG 
parsing in XHPSG. The derivation trees willen­
able us to easily compare the parsing results be­
tween the original and the translated grammars 
to check the validity of XHPSG in a practical 
sense. 

We optimized the grammar 
by pre-compiation (Torisawa and Tsujii, 1996) 
and measured the parsing time of the ATIS cor­
pus using the two-phased parsing of the pre­
compiled XHPSG. The average user time was 
1.12 seconds on Alpha Station (400MHz CPU, 
4GB main memory). vVe expect a futher speed­
up of the parsing by packing feature structures 
(Miyao et al., 1998). 

7 adjective and preposition also 
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5 Conclusion and Future Work 

We translated the XTAG grammar to get a 
wide-coverage grammar in the HPSG formal­
ism. By assigning an HPSG schema to a branch­
ing of XTAG trees, we have shown that the 
branching in XTAG trees can be licensed by the 
standard HPSG schemata and principles. 

·we are also interested in comparing our result 
to the HPSG English grammar being developed 
at Stanford University (CSLI, 1998) and to the 
CCG English grammar converted from XTAG 
grammar (Doran and Srinivas, to appear). 
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