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A b s t r a c t  

I describe the TreeBanker, a graphical 
tool for the supervised training involved in 
domain customization of the disambigua- 
tion component of a speech- or language- 
understanding system. The TreeBanker 
presents a user, who need not be a system 
expert, with a range of properties that dis- 
tinguish competing analyses for an utter- 
ance and that are relatively easy to judge. 
This allows training on a corpus to be com- 
pleted in far less time, and with far less ex- 
pertise, than would be needed if analyses 
were inspected directly: it becomes possi- 
ble for a corpus of about 20~000 sentences 
of the complexity of those in the ATIS cor- 
pus to be judged in around three weeks of 
work by a linguistically aware non-expert. 

1 I n t r o d u c t i o n  

In a language understanding system where full, 
linguistically-motivated analyses of utterances are 
desired, the linguistic analyser needs to generate 
possible semantic representations and then choose 
the one most likely to be correct. If the analyser 
is a component of a pipelined speech understanding 
system, the problem is magnified, as the speech rec- 
ognizer will typically deliver not a word string but 
an N-best list or a lattice; the problem then becomes 
one of choosing between multiple analyses of several 
competing word sequences. 

In practice, we can only come near to satisfac- 
tory disambiguation performance if the analyser is 
trained on a corpus of utterances from the same 
source (domain and task) as those it is intended to 
process. Since this needs to be done afresh for each 
new source, and since a corpus of several thousand 
sentences will normally be needed, economic consid- 
erations mean it is highly desirable to do it as au- 

tomatically as possible. Furthermore, those aspects 
that cannot be automated should as far as possible 
not depend on the attention of experts in the system 
and in the representations it uses. 

The Spoken Language Translator (SLT; Becket 
et al, forthcoming; Rayner and Carter, 1996 and 
1997) is a pipelined speech understanding system 
of the type assumed here. It is constructed from 
general-purpose speech recognition, language pro- 
cessing and speech synthesis components in order to 
allow relatively straightforward adaptation to new 
domains. Linguistic processing in the SLT system 
is carried out by the Core Language Engine (CLE; 
Alshawi, 1992). Given an input string, N-best list or 
lattice, the CLE applies unification-based syntactic 
rules and their corresponding semantic rules to cre- 
ate zero or more quasi-logical form (QLF, described 
below; Alshawi, 1992; Alshawi and Crouch, 1992) 
analyses of it; disambiguation is then a matter of 
selecting the correct (or at least, the best available) 
QLF. 

This paper describes the TreeBanker, a program 
that facilitates supervised training by interacting 
with a non-expert user and that organizes the re- 
sults of this training to provide the CLE with data 
in an appropriate format. The CLE uses this data  
to analyse speech recognizer output efficiently and to 
choose accurately among the interpretations it cre- 
ates. I assume here that the coverage problem has 
been solved to the extent that the system's grammar 
and lexicon license the correct analyses of utterances 
often enough for practical usefulness (Rayner, Bouil- 
lon and Carter, 1995). 

The examples given in this paper are taken from 
the ATIS (Air Travel Inquiry System; Hemphill et 
al, 1990) domain. However, wider domains, such 
as that represented in the North American Busi- 
ness News (NAB) corpus, would present no par- 
ticular problem to the TreeBanker as long as the 
(highly non-trivial) coverage problems for those do- 



mains were close enough to solution. The examples 
given here are in fact all for Englis]h, but the Tree- 
Banker has also successfully been used for Swedish 
and French customizations of the CLE (Gamb£ck 
and Rayner, 1992; Rayner, Carter and Bouillon, 
1996). 

2 R e p r e s e n t a t i o n a l  Issue.,~ 

In the version of QLF output  by the CLE's analyser, 
content word senses are represented as predicates 
and predicate-argument relations are shown, so that  
selecting a single QLF during disambiguation entails 
resolving content word senses and many structural 
ambiguities. However, many function words, partic- 
ularly prepositions, are not resolved to senses, and 
quantifier scope and anaphoric references are also 
left unresolved. Some syntactic information, such 
as number and tense, is represented. Thus QLF en- 
codes quite a wide range of the syntactic and seman- 
tic information that  can be useful both in supervised 
training and in run-time disambiguation. 

QLFs are designed to be appropriate for the infer- 
ence or other processing that  follows utterance anal- 
ysis in whatever application (translation, database 
query, etc.) the CLE is being used for. However, 
they are not easy for humans to work with directly in 
supervised training. Even for an expert, inspecting 
all the analyses produced for a sentence is a tedious 
and time-consuming task. There may be dozens of 
analyses that are variations on a small number of 
largely independent themes: choices of word sense, 
modifier at tachment,  conjunction scope and so on. 
Further, if the representation language is designed 
with semantic and computational considerations in 
mind, there is no reason why it should be easy to 
read even for someone who fully understands it. And 
indeed, as already argued, it is preferable that se- 
lection of the correct analysis should as far as pos- 
sible not require the intervention of experts at all. 
The TreeBanker (and, in fact, the CLE's preference 
mechanism, omitted here for space reasons but dis- 
cussed in detail by Becket et al, forthcoming) there- 
fore treats a QLF as completely characterized by its 
properties: smaller pieces of information, extracted 
from the QLF or the syntax tree associated with it, 
that  are likely to be easy for humans to work with. 

The TreeBanker presents instances of many kinds 
of property to the user during training. However, 
its functionality in no way depends on the specific 
nature of QLF, and in fact its first action in the 
training process is to extract properties from QLFs 
and their associated parse trees, and then never 
again to process the QLFs directly. The database of 
analysed sentences that  it maintains contains only 

these properties and not the analyses themselves. 
It would therefore be straightforward to adapt the 
TreeBanker to any system or formalism from which 
properties could be derived that both distinguished 
competing analyses and could be presented to a non- 
expert user in a comprehensible way. Many main- 
stream systems and formalisms would satisfy these 
criteria, including ones such as the University of 
Pennsylvania Treebank (Marcus et al, 1993) which 
are purely syntactic (though of course, only syntactic 
properties could then be extracted). Thus although 
I will ground the discussion of the TreeBanker in its 
use in adapting the CLE system to the ATIS do- 
main, the work described is of much more general 
application. 

3 D i s c r i m i n a n t - B a s e d  T r a i n i n g  

Many of the properties extracted from QLFs can be 
presented to non-expert users in a form they can eas- 
ily understand. Those properties that hold for some 
analyses of a particular utterance but not for others I 
will refer to as discr iminants  (Dagan and ltai, 1994; 
Yarowsky, 1994). Discriminants that  fairly consis- 
tently hold for correct but not (some) incorrect anal- 
yses, or vice versa, are likely to be useful in distin- 
guishing correct from incorrect analyses at run time. 
Thus for training on an utterance to be effective, 
we need to provide enough "user-friendly" discrimi- 
nants to allow the user to select the correct analyses, 
and as many as possible "system-friendly" discrim- 
inants that,  over the corpus as a whole, distinguish 
reliably between correct and incorrect analyses. Ide- 
ally, a discriminant will be both user-friendly and 
system-friendly, but this is not essential. In the rest 
of this paper we will only encounter user-friendly 
properties and discriminants. 

The TreeBanker presents properties to the user in 
a convenient graphical form, exemplified in Figure 
1 for the sentence "Show me the flights to Boston 
serving a meal". Initially, all discriminants are dis- 
played in inverse video to show they are viewed as 
undecided. Through the disambiguation process, 
discriminants and the analyses they apply to can be 
undecided, correct ("good", shown in normal video), 
or incorrect ("bad", normal video but preceded a 
negation symbol ..... ). The user may click on any 
discriminant with the left mouse but ton to select 
it as correct, or with the right but ton to select it 
as incorrect. The types of property currently ex- 
tracted, ordered approximately from most to least 
user-friendly, are as follows; examples are taken from 
the six QLFs for the sentence used in figure 1. 

• Constituents: ADVP for "serving a meal" (a 
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Figure 1: Initial TreeBanker display for "Show me the flights to Boston serving a meal" 

discriminant, holding only for readings that  
could be paraphrased "show me the flights to 
Boston while you're serving a meal");  VP for 
"serving a meal" (holds for all readings, so not 
a discriminant and not shown in figure 1). 

Semant ic  triples: relations between word senses 
mediated usually by an argument position, 
preposition or conjunction (Alshawi and Carter, 
1994). Examples here (abstracting from senses 
to root word forms, which is how they are pre- 
sented to the user) are " f l i g h t  t o  Boston" 
and "show - t o  Boston" (the "-"  indicates that  
the a t tachment  is not a low one; this distinc- 
tion is useful at run t ime as it significantly af- 
fects the likelihood of such discriminants being 
correct). Argument-posit ion relations are less 
user-friendly and so are not displayed. 

When used at run time, semantic triples un- 
dergo abstraction to a set of semantic classes 
defined on word senses. For example, the ob- 
vious senses of "Boston", "New York" and so 
on all map  onto the class name co_c i ty .  These 
classes are currently defined manually by ex- 
perts; however, only one level of abstraction, 
rather than a full semantic hierarchy, seems to 
be required, so the task is not too arduous. 

Word senses: "serve" in the sense of "fly to" 
("does United serve Dallas?") or "provide" 
("does that  flight serve meals?").  

• Sentence  type: imperat ive sentence in this case 
(other moods are possible; f ragmentary sen- 
tences are displayed as "elliptical NP",  etc). 

• G r a m m a r  rules used: the rule name is given. 
This can be useful for experts in the minority 
of cases where their intervention is required. 

In all, 27 discriminants are created for this sen- 
tence, of which 15 are user-friendly enough to dis- 
play, and a further 28 non-discriminant properties 
may be inspected if desired. This is far more than 
the three distinct differences between the analyses 
("serve" as "fly to" or "provide"; "to Boston" at- 
taching to "show" or "flights"; and, if "to Boston" 
does at tach to "flights", a choice between "serving 
a meal" as relative or adverbial). The effect of this 
is that  the user can give attention to whatever dis- 
criminants he I finds it easiest to judge; other, harder 
ones will typically be resolved automatical ly by the 
TreeBanker as it reasons about  what combinations 
of discriminants apply to which analyses. The first 
rule the TreeBanker uses in this reasoning process 
to propagate decisions is: 

R1 If an analysis (represented as a set of discrim- 
inants) has a discriminant that  the user has 
marked as bad, then the analysis must be bad. 

This rule is true by definition. The other rules used 
depend on the assumption that  there is exactly one 

1I make the customary apologies for this use of pro- 
nouns, and offer the excuse that most use of the Tree- 
Banker to date has been by men. 
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good analysis among those that  have been found, 
which is of course not true for all sentences; see Sec- 
tion 4 below for the ramifications of this. 

R2 If a discriminant is marked as good, then only 
analyses of which it is true can be good (since 
there is at most  one good analysis). 

R3 If a discriminant is true only of bad analyses, 
then it is bad (since there is at least one good 
analysis). 

R4 If a discriminant is true of all the undecided 
analyses, then it is good (since it must be true 
of the correct one, whichever it is). 

Thus if the user selects "the flights to Boston serv- 
ing a meal" as a correct NP, the TreeBanker applies 
rule R2 to narrow down the set of possible good anal- 
yses to just  two of the six (hence the i tem "2 good 
QLFs" at the top of the control menu in the fig- 
ure; this is really a shorthand for "2 possibly good 
QLFs").  It then applies RI -R4  to resolve all the 
other discriminants except the two for the sense of 
"serve"; and only those two remain highlighted in 
inverse video in the display, as shown in Figure 2. 
So, for example, there is no need for the user explic- 
itly to make the trickier decision about  whether or 
not "serving a meal" is an adverbial phrase. The 
user simply clicks on " s e r v e  = p r o v i d e " ,  at which 
point R2 is used to rule out the other remaining 
analysis and then R3 to decide that  " s e r v e  = f l y  
to"  is bad. 

The TreeBanker 's  propagat ion rules often act like 
this to simplify the judging of sentences whose dis- 
criminants combine to produce an otherwise unman-  
ageably large number  of QLFs. As a further exam- 
ple, the sentence "What  is the earliest flight that  has 
no stops from Washington to San Francisco on Fri- 
day?" yields 154 QLFs and 318 discriminants, yet 
the correct analysis may  be obtained with only two 
selections. Selecting "the earliest flight ... on Fri- 
day" as an NP eliminates all but  twenty of the anal- 
yses produced, and approving "that  has no stops" as 
a relative clause eliminates eighteen of these, leaving 
two analyses which are both correct for the purposes 
of translation. 152 incorrect analyses may thus be 
dismissed in less than fifteen seconds. 

The utterance "Show me the flights serving meals 
on Wednesday" demonstrates  the TreeBanker 's  fa- 
cility for presenting the user with multiple alterna- 
tives for determining correct analyses. As shown in 
Figure 3, the following decisions must  be made: 

• Does "serving" mean "flying to" or "provid- 
ing" ? 

• Does "on Wednesday" modify "show", 
"flights", "serving" or "meals"? 

• Does "serving" modify "show" or "flights"? 

but this can be done by approving and rejecting var- 
ious constituents such as "the flights serving meals" 
and "meals on Wednesday", or through the selection 
of triples such as "flight -on Wednesday". Whichever 
method is used, the user can choose among the 14 
QLFs produced for this sentence within twenty sec- 
onds. 

4 A d d i t i o n a l  F u n c t i o n a l i t y  

Although primarily intended for the disambiguation 
of corpus sentences that  are within coverage, the 
TreeBanker also supports the diagnosis and catego- 
rization of coverage failures. Sometimes, the user 
may suspect that  none  of the provided analyses for 
a sentence is correct. This si tuation often becomes 
apparent  when the TreeBanker (mis-)applies rules 
R2-R4 above and insists on automatical ly  assigning 
incorrect values to some discriminants when the user 
makes decisions on others; the coverage failure may 
be confirmed, if the user is relatively accomplished, 
by inspecting the non-discriminant properties as well 
(thus turning the constituent window into a display 
of the entire parse forest) and verifying that  the cor- 
rect parse tree is not among those offered. Then 
the user may mark  the sentence as "Not OK" and 
classify it under one of a number  of failure types, op- 
tionally typing a comment  as well. At a later stage, 
a system expert may ask the TreeBanker to print 
out all the coverage failures of a given type as an aid 
to organizing work on g r a m m a r  and lexicon devel- 
opment.  

For some long sentences with many  different read- 
ings, more discriminants may be displayed than will 
fit onto the screen at one time. In this case, the 
user may  judge one or two discriminants (scrolling 
if necessary to find likely candidates), and ask the 
TreeBanker thereafter to display only undecided dis- 
criminants; these will rapidly reduce in number  as 
decisions are made, and can quite soon all be viewed 
at once. 

If the user changes his mind about  a discriminant, 
he can click on it again, and the TreeBanker will take 
later judgments  as superceding earlier ones, inferring 
other changes on that  basis. Alternatively, the "Re- 
set" but ton may be pressed to undo all judgments  
for the current sentence. 

It  has proved most  convenient to organize the cor- 
pus into files that  each contain da ta  for a few dozen 
sentences; this is enough to represent a good-sized 
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Figure 2: TreeBanker display after approving topmost "np" discriminant 

Figure 3: Initial TreeBanker display for "Show me the flights serving meals on Wednesday" 
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corpus in a few hundred files, but not so big that  
the user is likely to want to finish his session in the 
middle of a file. 

Once part  of the corpus has been judged and 
the information extracted for run-time use (not dis- 
cussed here), the TreeBanker may be told to resolve 
discriminants automatical ly  when their values can 
safely be inferred. In the ATIS domain, "show - t o  
( c i t y ) "  is a triple that  is practically never correct, 
since it only arises from incorrect PP at tachments  in 
sentences like "Show me flights to New York". The 
user can then be presented with an initial screen in 
which that  choice, and others resulting from it, are 
already made. This speeds up his work, and may 
in fact mean that  some sentences do not need to be 
presented at all. 

In practice, coverage development tends to over- 
lap somewhat  with the judging of a corpus. In view 
of this, the TreeBanker includes a "merge" option 
which allows existing judgments  applying to an old 
set of analyses of a sentence to be transferred to a 
new set that  reflects a coverage change. Properties 
tend to be preserved much better  than whole anal- 
yses as coverage changes; and since only properties, 
and not analyses, are kept in the corpus database,  
the vast bulk of the judgments  made by the user can 
be preserved. 

The TreeBanker can also interact directly with the 
CLE's  analysis component  to allow a user or devel- 
oper to type sentences to the system, see what dis- 
criminants they produce, and select one analysis for 
further processing. This configuration can be used 
in a number  of ways. Newcomers can use it to famil- 
iarize themselves with the system's  grammar .  More 
generally, beginning students of g rammar  can use it 
to develop some understanding of what grammat ica l  
analysis involves. It  is also possible to use this mode 
during g r ammar  development as an aid to visualiz- 
ing the effect of particular changes to the g rammar  
on particular sentences. 

5 E v a l u a t i o n  a n d  C o n c l u s i o n s  

Using the TreeBanker, it is possible for a linguisti- 
cally aware non-expert  to judge around 40 sentences 
per hour after a few days practice. When the user 
becomes still more practised, as will be the case if 
he judges a corpus of thousands of sentences, this 
figure rises to around 170 sentences per hour in the 
case of our most experienced user. Thus it is rea- 
sonable to expect a corpus of 20,000 sentences to 
be judged in around three person weeks. A much 
smaller amount  of t ime needs to be spent by experts 
in making judgments  he felt unable to make (per- 
haps for one per cent of sentences once the user has 

got used to the system) and in checking the user's 
work (the TreeBanker includes a facility for pick- 
ing out sentences where errors are mostly likely to 
have been made, by searching for discriminants with 
unusual values). From these figures it would seem 
that  the TreeBanker provides a much quicker and 
less skill-intensive way to arrive at a disambiguated 
set of analyses for a corpus than the manual  anno- 
tation scheme involved in creating the Penn Tree- 
bank; however, the TreeBanker method depends on 
the prior existence of a g r ammar  for the domain in 
question, which is of course a non-trivial require- 
ment.  

Engelson and Dagan (1996) present a scheme for 
selecting corpus sentences whose judging is likely to 
provide useful new information, rather than those 
that  merely repeat old patterns.  The TreeBanker 
offers a related facility whereby judgments  on one 
sentence may be propagated to others having the 
same sequence of parts  of speech. This can be com- 
bined with the use of representative corpora in the 
CLE (Rayner, Bouillon and Carter,  1995) to allow 
only one representative of a particular pattern,  out 
of perhaps dozens in the corpus as a whole, to be in- 
spected. This already significantly reduces the num- 
ber of sentences needing to be judged, and hence the 
t ime required, and we expect further reductions as 
Engelson's and Dagan 's  ideas are applied at a finer 
level. 

In the current implementat ion,  the TreeBanker 
only makes use of context.independent properties: 
those derived from analyses of an utterance that  are 
constructed without any reference to the context of 
use. But utterance disambiguation in general re- 
quires the use of information from the context. The 
context can influence choices of word sense, syntactic 
structure and, most obviously, anaphoric reference 
(see e.g. Carter,  1987, for an overview), so it might 
seem that  a disambiguation component  trained only 
on context-independent properties cannot give ade- 
quate performance. 

However, for QLFs for the ATIS domain, and 
presumably for others of similar complexity, this is 
not in practice a problem. As explained earlier, 
anaphors are left unresolved at the stage of anal- 
ysis and disambiguation we are discussing here; and 
contextual factors for sense and structural  ambigu- 
ity resolution are virtually always "frozen" by the 
constraints imposed by the domain. For example,  
although there are certainly contexts in which "Tell 
me flights to Atlanta  on Wednesday" could mean 
"Wait until Wednesday, and then tell me flights to 
Atlanta",  in the ATIS domain this reading is im- 
possible and so "on Wednesday" must at tach to 
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"flights". For a wider domain such as NAB, one 
could perhaps attack the context problem either by 
an initial phase of topic-spotting (using a different 
set of discriminant scores for each topic category), 
or by including some discriminants for features of 
the context itself among these to which training was 
applied. 
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