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Abstract

We present an approach to text summa-
nization that s entirely rooted 1n the formal
description of a classification-based model -
of terminological knowledge representation
and reasoming Text summarization 1s con-
sidered an operator-based transformation
process by which knowledge representation
structures, as generated by the text under-
stander, are mapped to conceptually con-
densed representation structures forming a
text summary at the representation level
. The framework we propose offers a variety
of subtle parameters on which scalable text
summarization can be based '

1 Introduction

From 1its very beginmng, the development of text
understanding systemns has been intimately tied to
the field of knowledge representation and reasomng
methods (Schank & Abelson 77) Ths close rela-
tionship was justified by the observation that any
adequate form of text understanding not only re-
quires grammatical knowledge about the particular
language, but also, among others, has to mcorporate
knowledge about the domain the text deals with
Thus, the inferencing capabilities of knowledge rep-
resentation languages were considered crucial for any
adequate design of text understanding systems

Out of this tradition a series of knowledge-based
text summarization systems evolved, the method-
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foundation According to this, the summanzation
operations these first-generation systems provide use
only informal heuristics to determine the salient top-
1cs from the text representation structures for the
purpose of summarization A second generation of
summarization systems then adapted a more ma-
ture knowledge representation approach, one based
on the evolving methodological framework of hy-
brd, classification-based knowledge representation
languages (cf (Woods & Schmolze 92) for a survey)
Among these systems count SUSY (Fum et al 85),
SCISOR (Rau 87), and TOPIC (Reumer & Hahn °
88), but even in these frameworks no attempt was
made to properly integrate the text summanzation
process 1nto the formal reasoning mechanisms of the
underlying knowledge representation language

This 15 where our interest comes i  'We propose
here a model of text summanzation that 13 entirely
embedded 1 the framework of a classification-based
model of terminological reasoning Text summa-
nzation 18 considered a formally guided transfor-
mation process on knowledge representation struc-
tures, the so-called text knowledge base, as derved
by a natural language text parser The transforma-

. tions mvolved inhent the formal ngor of the underly-

ology of which was almost exclusively based on.

the Schankian-type of Conceptual Dependency (CD)
representations (e g, (Culhngford 78, Lehnert 81,
Delong 82, Dyer. 83, Tait 85, Alterman 86)) CD
representations, however, are formally underspeci-
fied representation devices lacking any sericus formal
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mg knowledge representation model, as correspond-
g summanszation operators build on that model

Thus, our work describes a2 methodologacally coher-
ent, representation-theory-based approach to text
summanzation that has been lacking 1n the litera-
ture so far (for a survey cf (Hutchmns 87)) Asde
from these purely representational consmderations,
the termunological reasoning framework for the sum-
marization model we propese offers a vanety of sub-
tle parameters on which scalable summanzation pro-
cesses can be based This contrasts, m particular,
with those approaches to text summarzation which
almost entirely rely upon built-in features of frame
and script-based representations and, consequently,



provide rather ssmple reduction heunistics i order to
produce text summaries (e g , {DeJong 82, Young &
Hayes 85)) The formal model we present has been
tested 1n TOPIC (Reimer & Haha 88), a text sum-
marization system which has been apphed to expos-
rtory texts in the domain of computer equpment as
well as to varous kinds of texts dealing with legal
1ssues {company regulations, advisory texts, etc )

This paper 15 organized as follows In Section 2 we
lay down a description of the syntax and semantics
of the terminologcal logic which serves as the formal
backbone for the specification of condensation oper-
ators on (text) knowledge bases From this formal
description we then turn o the formal model of text
summarization 1n Sectlon 3

"2 The Termmologlcal Knowiedge
Representation Model

In the following, we describe a subset of a terrm-
nological logic (for an introduction to its underlying
basic notattonal conventions, of (Waoods & Schmolze
92)} Section 2 1 considers the termunological com-
- ponent, while Section 2 2 deals wath appropriate ex-
tensions for representing text-specific knowledge

2.1 The Basic Terminological Component

We distinguish two kinds of relations, namely prop-
erties and conceptual relationships A properly de-
notes a relation between individuals and string or
integer values A concepfual relattonship denotes a
relation between two mdividuals The concept de-
scription language provides constructs to formulate
necessary {and possibly sufficient) conditions on the
properties and conceptual relationships every ele-
ment of a concept class 18 required to have The
syntax of this language 18 given 1n Fig 1

{termenology) = {conc-intro}*
(concantro) = {conc-name) < {c-ezpr)
{cezxpr) = (and {c-expr)?) | {conc-name} |

(all-p {prop-name) (prop—range)) |
{(all-r (rel-name) (cunc—nume% I) |-
exist-v (prop-name) (value
gexist-c ((frel-lp:ame) ,Zce(mc-na)me))

{(pmp-range; = Ezt-rc?ge))l {string-range)

conc-name) = (tdenitfser

Frigure | Syntax of a Termmological Logic

Every constructor in Fig 1 can be used to de-
fine a concept class (¢f Fig 5) The all-p con-
structor mtroduces the class of mmdividuals all of
which have a certamn property (whose value can
vary from indwvidual to individual) For example,
{all-p price [$200,35000]) denotes the class of indi-
viduals that have a property called ‘price’ with a

value ranging between $200 and $5000 An individ-
ual can only have one value for each of its proper-
ties (cf Fig 2) The all-r constructor mtroduces
a class of individuals that all participate m % cer--
tamn kmd of relationship to individuals from one of
the concept classes given m the constructor For
example, (all-r eguipped-with OperatingSystem
ApplicationSoftware) denotes the class of mdivid-
uals that are 1n a relationship called ‘equipped-with’
only to individuals of the class ‘OperatingSystem’
or the class ‘ApplicationSoftware’ The distinction
between the constructs all-p and all-r 1s uncommon
in the domain of terminological logics (Woods &
Schmolze 92), because primitive types hke string and
integer are usnally considered to be concept classes
as well As we will see in Section 3, the termino-
logical reasoning underlying the text condensation
process exploits this distinction between properties
and relationships

The exist~-v constructor introduces the class of in-
dividuals that all have a certamn property value For
example, (ex1st-v werght 6 5lbs ) denotes the class
of individuals that have a property called ‘weight’-.
with the value ‘6 5lbs * The exist-¢ constructor de-
fines the class of individuals that have a conceptual
relationship to at least one individual of a specific
concept class For example, (exist-c has-part Cpu)
denotes the class of individuals that ave 1n a relation-
ship called “has-part’ to at least one mdividua) of the
class ‘Cpu’ With the and constructor several class
descriptions can be combined mto one (cf Fig 5)
The model-theoretic semantics of the termmological
langunage we use ts depicted 1 Fig 2

2.2 Representing Text Knowledge

TOPIC's text parser heawily rehes on terminolog-
1cal knowledge about the domamn the texts deal
with (Hahn 89) In the course of text analyas, the
parser extends this domain knowledge mcrementally
by new concept defimtions In order to distingush-
between prior domain knowledge and newly acquired
text knowledge we extend our basic terminological

_ language with the constructs specified in Fig 3 The
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operator <p mndicates a primiive concept onginat-
g from the text analysis Only a honted number
of constructs can be used for such a concept defim-
tion — they correspond to the kinds of knowledge the
parser can extract from a text (see Fig 5)

+ A new concept can only be acquired when the
text makes a reference to a superordinate con-
cept already known in the doman knowledge
Thus, the concept expression on the night-hand
side of the <7 construct must compnse a ref-
erence to a superordinate concept, as expressed
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Figure 2 Model-Theoretic Semantics of the Constructs from Figure 1

{tconc-intro
(tc-expr

onc-name ad {conc-name) (tc-expr)t
%:xist?v-(pr)aiﬁéx) (<::lue) 2‘,«:2>§ | #7)

(exist-c (rel-name) (conc-name) (flag)) |
(ccount (awesght))

pcount (prop-name) (awesght)) |
rcount (rel-name) (conc-name) (awesght))

Figure 3 Additional Terfnmologlcal Constructs for Representing Text Knowledge

by the syntax

¢ Properties of a new concept can be learned
(exast-v construct)

¢ Relationships to other concepts can be learned
(exist-c construct) in case the relationship
range 18 already defined by a corresponding
all-r construct

The text-knowledge-specific verstons of the
exist-v and exist-c constructs have an additional
argument which serves as a flag that 1s set when-
ever one of these constructs 1s added to a concept
description (1 e , when the associated property or re-
lationship has been learned) The text condensation

component of TOPIC makes use of this flag in or-

der to determine those facts which have been learned
since a certain reference pomnt (where all flags were
set to 0) - :

Besides acquiring new domain knowledge from
a text, the parser performs book-keeping activities
in order to record how often a concept, a prop-
erty of a concept, or a relationship to another con-

cept 1s explicitly or implicitly mentioned in the.

text For this purpose, we provide the constructs
ccount, pcount, and rcount for concept descrip-
tions These constructs belong to the text knowledge
and can be applied to concept descriptions derived
from the text as well as to concepts of the doman
knowledge The ccount (pcount) construct indi-
cates how often (a property of) a concept has been
mentioned, whereas (rcount rel conc aweight) n-
dicates how often the relationship rel to a concept
conc has been referred to We call the numbers n-
troduced by the count operators actiation weights
An (rcount rel conc aweght) construct can only

occur as part of a text concept description when 1t
also contans a construct (all-r rel¢;  ¢,) where
conc 18 subsumed by one of the ¢,s If this 1s not the
case, rcount refers to a concept beng related via a
relationship rel which 1s not 1n the range of this rela- .
tionship - thus, the rcount statement wonld make -
no sense Since none of the count constructs (and
the flags) make an assertion about the meamng of
the concepts mvolved, they have no mfluence on the
concepts’ extension (cf Fig 4) Fig 5 illustrates
the application of multiple knowledge base opera-
tions resulting mn the text knowledge representation
for the newly learned concept ‘Notebooster’ as a spe-
ciahization of ‘Notebook’

-3 Text Knowledge Condensation

The text condensation process examines the text
knowledge base generated by the parser to determine
certain distnibutions of activation weights, patterns
of property and relationship assignments to con-.
cept descriptions, and particular connectivity pat-
terns of active concepts m the concept hierarchy

These constitute the basis for the construction of
thematic descriptions as the result of text condensa-

tion Only the most sigmficant concepts, relation-
ships and properties (hereafter called salient) are
considered as part of a topic description (cf Section

.3 1) Thus, text condensation (or, equally, text sum-
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manzation) can be considered an abstraction process
on (text) knowledge bases .
A topic descriptson s a combmation of salient con-
cepts, relationships and properties of a formal text
umit The computation of these concepts 1s started
only mn certamn well-defined intervals In the sub-
language domain of expository texts, at least, topic
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Figure 4 Model-Theotetic Semantics of the Constructs from Figure 3

Domain Knowledge (Defimtion of a Concept Class)

Notebook < (and (all-r manufactured-by Manufacturer)
(exist-c has-part Cpu) (exist-c has-part RAMI)
{exist-c has-part HardDisk1)
{all-p weight [11b,15lbs ]} (all-p price [$200, $5000])
(all-r equpped-with OperatingSystem ApphcationSoftware)

RAM1 < (and

(exist-c equipped-with MS-DOS))
(all-p size [IMB, 64MB})

)

HardDiskl < (and (all-p size [100MB, 1GB]) )

Text Knowledge

Notebooster < (and Notebook (ccount 12)
(exist-c manufactured-by LeadingEdgeTech 1)
(rcount manufactured-by LeadmgEdgeTech 1)
{exist-c has-part 486SL 1) (reount has-part 4865L 3)
exist=-c has-part RAM1-1 1) (rcount has-part RAMI-1 2)
{rcount equipped-with MS-DOS 2)
(exist-v weight 6 5lbs 1) (pcount weght 1))

RAMI-1 <7 (and

RAM1 (ccount 1) ‘
(exist-v size 8MB 1) (pcount size 1))

Figure 5 Knowledge Representation Structures Resulting from Text Parsing

shifts occur predominantly at paragraph boundaries

Therefore, text condensation 1s started at the end of
every paragraph so that thematic overlaps as well
as topic breaks between adjacent paragraphs can be
detected and the extension of a topic be exactly de-
hrmted. The condensation process yields a set of
topic descriptions, each one characterizing one or
more adjacent paragraphs of the text {(cf Section

" 32) Finally, the entire collection of topic descrip-

tions of a single text can be generalized m terms of -

a hierarchical text graph {cf Section3 3), the repre-
sentation form of a text summary

3.1 Condensation Operators

We apply several operators to text knowledge bases
_to determme which concepts, properties, and- rela-
tionships play a dom:nant role m the corresponding
texts and thus should become part of their topic de-
scription  All of these operators are grounded m
the semantics of the underlying terrmnological logic
Some of the operators make additional use of cut-off
values which are heunstically motivated and have
been evaluated empincally

Salient Concepts:

‘There are several critenia to determine salient con-
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cepts The most simple, less “knowledgeable” crite-
nion corsiders all those concepts sahent whose acty-
vation weight exceeds the average activation weight
of all active concepts ! A second criterion renders a
concept sahent, if the total sum of references made
to properties of 1t and to relationships to other con-
cepts 1s greater than 1t 1s, on the average, the case for
all other active concepts (SC1) explaits the struc-
ture of the aggregation hierarchy and evaluates 1t by
the associated activation weights (for the definitions
of sets and functions we use below, <f Table 1)
{SC1) c1s a sahent concept 1ff

Z rpeount(c, rp,) >
rp,ERUP
rpeount(c,, rp;)
c.EAC rp,ERUP .

HACH

While (SC1) checks the total number of references
made to any property or relationship, ($C2) 1s con-
cerned with the number of different properties and
relationships mentioned ‘

}Throughout the paper, we call a concept ¢ an active
one, if ccount(c) > 0 [cf Table 1)



ccount(c)=n & c<{and (ccountn)

) { P rcount(c, rpc), frpe R
rpcount(c,rp} = { <'ec
pcount(c,rp), frpe P
n, if ¢ < (and
roount(c,rel,c') = < n, 1of ¢ <r (and~
. : else

£

) or ¢ £ (and

(ccountn) )

{rcount ref ¢’ n) )
* (rcount relc' n) )

n, f ¢ < {and (peount propn) )
peount(c,prop) = ¢ n, f ¢ <r (and  {peount propn) )
0, else

rpactwe(c, rp) = {(1]- gpmm(c. rp) >0

Y. exwstc(c,rp,c’), f rpER

_ J ¢ec
ezistcount(c,rp) = { Y extsto(c,rp,v), of rp € P

vEV

exiate(c, rel, o) = {1 Hedp{and (existcrelcd' f) JAF#0

existu(c, prop,

ts-afc, ) e <V LrezVa <(and e

v) = {1 f ¢ <7 (and  (exist-v prop v f) )Af;éo

)Ver Lr (and ez )

C={c|c < cexpr or c <y cexpr 1s part of the knowledge base}

AC = {c | ¢ € C Account{c) > 0}

V = the set of all property values occurring 1 the knowledge base
P = the set of all properties occurrmg 1n the knowledge base

R = the set of all relationships occurrng i the knowledge base

Table 1 Auwwaliary Set and Function Defimtions for Sahence Compﬁtatmn

(8C2) c1s a sahent concept 1ff

A E rpactive(c, rp,) >
rp ERUP

rpactive(c,, rp;)
€ €EAC rp,ERUP

llAC

'The following two criteria exploit the inherent spe-
cialization structure of concept hierarchies (cf also
(Lan 95) for a sumlar perspective on usmg semantic
generalization relations for the computation of con-
cept sahence) They thus resemble criteria as used
for the definition of macro rules to achieve sum-
marnes of texts (Correira 80, Dyk 80, Fum et al
85) These critena also mcorporate some notion of
graph connectivity that has previously been consid-
ered by (Lehnert 81) for text summarization pur-
poses (SC3) determines an active concept ¢ as be-
g salient iff a significant amount of subordinates
of ¢ are active, too (SC4) 18 simular but 1t marks all
non-actave (1) concepts as being sahent which are re-
lated to a significant number of active subordinates
Thus, concepts can be included 1 the topic descrip-
tion which have never been mentioned exphicitly
atext (SC4) only yelds the most speafic concepts,

1 e, 1t excludes concepts for which the main criterion
18 fulfilled, but which are superordinate to another
concept that also fulfills the criterion  Lastly, (SC4)
has a more stringent cut-off cniterion  This 18 hec-
essary because 1t makes non-active concepts sahent,
accordingly, one has to be careful not to mclude 1rrel-
evant concepts Therefore, (SC4) requires a quarter
of all subordinates (at least 3) to be active, while
(SC3) has a relative cut-off value which gives lower
percentages for greater numbers of subordinates (the
cut-off values have been determined empincally}
(SC3) c1s a salient concept iff

cecount{c) >0 A {l{c’ |:s*a(f:’ &) INAC) >
1{e |1s-a(e’, ) H|
i{c’ 15-ale’,e)} N AC|
(SC4) c1s a sahent concept iff
{c’ | 1s-a(c/, c)} N AC)| > 3 and
OAc & cand A—-3¢’ € cand 1s-a(c/,c)

ecount(c) =
where

cand = {e| |{¢ | 1s-a(¢’, )} N AC]| >
025 |[{e'|ss-a(c, )}l }

101



Salient Relationships and Salient Properties:
Just as certain concepts may have been dealt with
more extensively in a text than other ones, simgle
features of a concept defimtion may have been more
focused on than other features of the same concept

The following cniterion renders a relationship (or
property) rp salient 1f the number of concepts (or
property values) to which ¢ has been related via rp
15 greater than it 1s, on the average, the case for rela-
tionships (or properties) in ¢ Note that ¢ must be a

concept learned during text parsing, as learning new .

features 1s only possible for such concepts (SR1) 1s

evaluated for sahent concepts only because we are

not nterested in salient features of concepts bemg
irrelevant for a topic description

(SR1) A relationship or property rp of a sahent
concept ¢ 1s considered salient in the context of ¢ iff

Y. rpactwe(c,rp,) > 3 and 1t holds that
rp.€RUP .

3 exstcount(e, rp,)
rp;ERUP

S rpacte(c,rp)
rp,EAUP

Related Salient Concepts:

A concept ¢ 13 considered a related salient concept
for the salient concept ¢ if there 18 a relationship rel
from ¢ to ¢/ where the sum of the activation weights
of all relationships of type rel from ¢ to ¢ or to sub-
ordinates of ¢/ 1s greater than the average activation
weight of all active relationships for ¢ If ¢ 15 deter-
mined as a related salient concept for ¢, then the as-
sociated relationship rel becomes a salient relation-
ship of ¢ This criterion combines knowledge about
conceptual aggregation and concept hierarchies with
a numerical weights

(SRC1) A relationship rel between 2 salient con-
cept ¢ and some concept ¢’ 18 conmdered sahent
and ¢ 15 considered a related sahent concept iff

Y, rpactive(c,rel,) > 3 and the following holds
reh,€R

ezistcount(c, rp) >

reount(c, rel, ¢,} >
{eq| tr=c’ V 13-a{c, ,¢*)}
Y. rpcount(c,rel;)
rel,€R
Y= rpactive(c, rely)
rel,€R

In the following, (¢} denotes a sahent concept ¢,
{¢ r) a salient relationship r of concept ¢, and (¢
r ¢/) denotes a related salient concept ¢! for concept
¢ with respect to the relationship r

3.2 Paragraph-Level Topic Descriptions

The condensation operators just imtroduced are ap-
- phed at the end of every paragraph to the text

knowledge base which results from parsing that
paragraph They yield a set of salient concepts, re-
tationships, properties, and related sahent concepts
In the next step, these raw data are combined to
form a compound topic description for that para-
graph The combination 1s performed according to
the following rules

o A salient concept (¢) which 15 already covered
by a sahent relationship or property (¢ rp) or
a related salient concept (¢ r ¢’) 1s removed

o A sahent relationship (¢ ) already covered by
a related sahent concept (¢ r ¢') 19 removed

After having determined the topic description #d of
the previous paragraph a check 18 made whether this
paragraph deals with the same topic as the immed:-

" ately preceding paragraph(s), or vice versa If this s

the case, the topic description td of the current para-
graph 1s added to the topic description of the pre-
ceding paragraph(s), otherwise a new current topic
description 18 created and set to td Formally (of
also Table 2)

Let td be the topic descnptlon of the last para-
graph and id, be the topic description of one or
more paragraphs immediately preceding ¢d, then

td, 12 set to td,Utd f td, Utd = td, v td, Utd = td
otherwise td, 18 not modified and td;.,.l 18 set to td

For example, the following two topic descriptions of
adjacent paragraphs would be combined 1nto one
{(Notebooster ~ hasg-part  486SL), (Notepad)},
{(Notebooster has-part}}

Analyzing a text this way yields a set of consec-
utive topic descriptions ¢dy, ,td,, each one char-
acterizing the topic of one or more adjacent para-
graphs To every topic descriphion #d, we asso-
clate the corresponding text passage and the facts
acquired from 1t We call the resulting compound
structure, mn which different media combine, a (hy-
pertext constituent

3.3  The Text Graph

From the topic description contamed in 2 text con-
stituent, more generic constituents can be demved
1n terms of a hierarchy of topic descriptions, form-
ng a tert graph The construction of a text graph
proceeds from the examimation of every pair of basic
topic descriptions and takes their conceptual com-
monahties to generate more genenic thematic char-
acterizations Exhaustively applying this procedure
(also taking the newly generated topic abstractions
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Generalized topic
descnptions

relabonahp dentty

- . Notepad has-part Notebooster has-part 4865L Notebooster has-part
Text constituents h RAM1-1 manufacturar
(with attached .| Notepad equippad-with | Notebooster -has-part 1E
text fragments) L otepad : k ,
'

Figure 6 An Hlustrative Fragment of a Text Graph (redundant Is-A relations are omitted)

td of Ir (c r)eid
varnd (¢ r e
tdu{{c)}, ekse

td ,of 3’ cyeud
tdu{(c r} = td U {{c r)(}c\f(c)%,e:!se

du{(ec r )} =wu{le r NI\{(). (c r)}
tdutd = | J {e}

ectdutd’

u{{q)} = {

Table 2 The Operator U for Combining Toplcr De-
scriptions (\ stands for the set complement operator)

hY

mto consideration) results in a text graph as a hi-
erarchy of topic descriptions The most specitfic de-
scriptions (they correspond to the text constituents)
form the leal nodes of the text graph, the general-
1zed topic descriptions constitute 1ts non-leaf nodes
Their hierarchical orgamization yields different levels

of granulanty of text summanzation (see Fig 6) It

1s exactly this emergent generahization property of
the text graph that we consider the source of our
scalability arguments Very brief summaries, only

mtended to capture the main topics of the text, can

be generated from the upper level of the text graph
Continuously deepemng the traversal level of the
text graph provides access to more and more spectfic
wformation Qur procedure thus combines the po-
tential for supplymng summaries on the indicative as
well as informative level of text knowledge abstrac-
tion {cf (Borko & Bernmier 75) for the distinction
between indicative and informative abstracting)

4 Related Work

The task domam of text summangzation 15 charac-
terized by a “clash of ctvrthizations” From the point
of view of natural language understanding proper
(Schank & Abelson 77, Dyer 83) 1t 13 considered a
. heawily knowledge-based task requiring a substantial

knowledge background In the field of information

retneval, however, the corresponding task of auto-
matic abstracting, has been conmdered from its very
beginning (Luhn 58}, a problem that can be dealt
with by surface-level pattern matching techmques
and statistical methods ongmally developed for lex-
1cal selection tasks such as automatic mdexing or
classification (Salton et al 94) This approach has

- recently been given a lot of attention again, mainly -

due to the renassance of statistical methodology 1n-
the field of parsmg and tagging (Kupiec 85) Given
a statistical approach, however, automatic abstract-
mg boils down to a sentence extraction problem,
1z deterrmmng the most salient sentences based on

surface-level lexacal or positional indicators

We adhere to the knowledge-based paradigm of
abstracting and propose to fully integrate text
knowledge abstraction n a termimological reason-
g model In such an approach, text understanding
and summanszation are considered within a formally
homogeneous framework Moreover, and most 1m-
portant, this model allows for a staged provision of
information in summaries based on concepiual crite-
na (as illustrated by the discussion of text graphs)
Such a functionahty 1s unlikely to be achieved by
surface-onented approaches due to therr inherent

. hmitations to provide cohesive summaries from large

sets of extracted sentences (Paice 90)

5 Conclusions

We have mtroduced an approach to text summa-
rization which 1s solidly rooted 1n the formal seman-
tics of the underlying terminological representation

" system In this approach, text summanzation 1s an

operator-based transformation process on knowledge
representation structures that have been derived by
the text understanding system Currently, the sum-
manzation process considers only activity and con-
nectivity patterns m the text knowledge base In the
future, we plan to augment these cnteria and to ex-
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plott text coherence patterns for summarization (cf
(Hahn 90) and related proposals by (Alterman 86))
The 1mplementation of the summanzation system
and 1ts associated text understander have proved
~ functional with exposifory texts in the domain of
information technology as well as with texts from
the legal and business domains
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