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Abstract

SimSum (Simulation of Summanz-
ing) sumulates 20 real-world working
steps of expert summanzers It pre-
sents an empinically founded cogni-
tive model of summanzing that oper-
ationalizes the discourse processing
model developed by van Dyk and
Kintsch (1983) The observed strate-
gies of expert summarizers have
given nse to cooperating object-ont-
ented agents commumcating through
dedicated blackboards Each agent 1s
implemented as a CLOS object with
an assigned actor at the multimedia
user mterface The interface 1s real-
1zed with Macromedia Director
Commumcation between CLOS and
Macromedia Director 1s mediated by
Apple Events

1 Introduction

The SimSum (Simulation of Summanzing)
system does what 1ts name promises 1t siau-
. lates summanzing of human experts and thus
produces a computational cogmtive model of
their processing The model concentrates on
- the specific features of surmmarnzing It pre-
supposes "normal” text understanding and
text production The simulation serves
scientific and presentational purposes

s As usual, the computer model serves to
explain and check the empirical
cognitive model which s its foundation

* It prepares a cogmtively grounded
approach to automatic summarizing,
something like agents runmng through
the net and 1n response to a user’s query,

bringing home a reasonably short. -

statement {(a summary) of the knowledge
avatlable

¢ To its users of today, SimSum shows m a
movie-hke style how expert summanzers

perform real-world working processes,
thus complementing a textbook about
summanzing - The advantage of the
stmulation ressembles that of a flight
simulator As plotes steer through
possibly difficult situations in the
physical world, summanzers work their
way through a flood of information
Both activities are cognitively de-
manding People understand them better
if they are presented with them in
realistic settings

Simulation approaches t0 summarizing are
few and far between, but one can pomt to the
SUSY system (Fum et al , 1982, 1984 and
1985) as an ancestor of SimSum SUSY
aimed at following human performance i a
hmted way, though keeping at a distance
from real simulation SimSum represents
progress with respect to SUSY, because 1t 18
empirically founded, 1t does a real simula-
tion, and 1t 1s 1mplemented Furthermore,
SimSum tnnovates through its multimedia

" user mterface
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For practical reasons, the SimSum simulation
1s restricted to 20 working steps involving 79
agents They were chosen from an empirical
cognitijve model (a "grounded theory® -
Glaser & Strauss, 1980, see also Lincoln &
Guba, 1985, for the way to implementation
refer to Schreiber et al 1993} of summanz- -
ing which compnses an mtellectual toolbox
of 552 strategies, knowledge about the pro-
cess orgamizatton and a set of interpreted .
summanzmg steps Its basis are 54 summa-
nzing processes of 6 experts from the USA
and Germany The summanzation processes
were recorded by thinking-aloud protocols
(Ericsson & Simon 1980, 1984) and ana-
lyzed under the scienbfic umbrella of the
discourse comprehension model proposed
by van Dk and Kintsch (1983) The experts
being professionals working 1n the context of
information systems, three forms of summa-



nzing occur abstracting, indexing and classi-
fying '

A simulation system such as SimSum is
bound to empincal valdity, giving a reverse
engineenng of a cogmtive process Such a
reconstruction of human cogmtive activities
15 possible because human experts subdivide
long cognitive efforts like summanzing into
modules, called here working steps In the
thinking-aloud record they are separated by
boundary signals such as pauses or interjec-
tions It 1s these working steps that are re-

constructed Put 1n sequence, they yield the

model of the process

Since the sequences tn the SimSum system
are short, there 1s almost no chance for for
seriously dealing with metacogmtion (Flavell
1981) in the system Hence metacognmtive
knowledge 1s simply hard-coded in the form
of working plans etc.

In the following, SsmSum is explained first at
the macro level of system architecture and
system components Then the description
narrows down to the mucro level of process-
ing After a demonstration of the text repre-
sentation, two exemplary relevance agents are
discussed

2 System overview

SimSum currently runs on Macintoshes with
System 75, a CD-dnve, a 17" momitor and
some additional RAM as 13 usual for multi-
media applications It 18 implemented as an
object-oniented blackboard system m CLOS
and Macromedia Director (see figs 1 and 2)

Cogmtive strategies are represented by ob-
Ject-onented agents grouped around their re-
spective blackboards The agents are
equipped with specialized knowledge, e g an
indicator phrase lexicon or a basic represen-
tahon of SGML codes They process text
structure 1n an SGML-like coding and text
meamng 1n a proposttional representation
The fact knowledge referenced 1n texts 1s

~ defined in document-specific ontologies On

the screen the agents appear as ammated
beasts The CLOS objects simulate the cog-
mtive strategies They send out Apple Events
to make "their” ammals on the stage perform
according to the simulation

. An access system accommodates user inter-

action.in a movie-lhike siyle the user chooses
a working sequence and can interrupt at any
time to get further explanations about what
the cognitive agents do, how they are moti-
vated empincally and how they are imple-
mented
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Figure 1 System architecture
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Figure 2 gives a screenshot of the SimSum
multtmedia interface, presenting the rele-
vance assessment agents at work The agent
relevant-texthint (a ladybird) is putting its
candidate statements on the relevance black-
board, while the relevance agents Aold and
relevant-umit are siting on the bench, to-
gether with the suspended control agents ex-
plore for document exploration and under-
standing (the bee) and construct for target
text production (the spider) Below, can we
see the document blackboard with the repre-
sentation of the source text, showing its
meaning panel, the scheme representation
stating the document orgamzation, and the
theme representation storing the theme, 1 e
the top of the macrostructure as far as known
to the summanzer At the bottom, a comment
explains what 1s currently happemng on the
screen

The central system components have been
denived from observation

L ] -

Cooperating agenis

Experts use recurring goal-onented proce-
dures, corresponding to the strategies
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Figure

sketched by van Dyk and Kintsch (1983)
These procedures or strategies were opera-
tionahized mto ntellhigent agents of the com-
puterized system Agents consist of a scnipt
that defines how they deal with their task,
they have a general commumnication compo-
nent that allows them to exchange messages
with other agents and to access global knowl-
edge sources, they may possess private task-
onented knowledge, and they are equpped
with task-oriented data views for immput and
output Control agents (responsible agents
for a blackboard - see below) are 1n addihon
assigned a little scheduler They activate their
subordinates by direct message passing
Data exchange between agents takes place via
the blackboards The agents keep to the
communication rules Strategies / agents co-
operate 1n concrete tasks such as deciding
about relevance or setting up a target sum-
mary statement Agents may use products of
other agents, but since they have lumited
tasks, they have no sophisticated commumni-
cation behaviour such as bargaining or dis-
cussing

2 A scieenshot of the SumSum user interface relevance assessment agents (ladybirds) are

busy while exploration (done by bees) and target text production (by spiders) are suspended
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e Blackboards

Agents need commumication areas as a
- medium of cooperation Functionally
speaking, these are blackboards (Selfndge,
1959, Carver & Lesser, 1994, Engelmore &
Morgan, 1988) SimSum blackboards are
dedicated They are used for reception, stot-
age of the input text representation, relevance
assessment, target summary construction and
so on Central 1s the document blackboard
that stores and orgamzes all knowledge ac-
quired from the source document (cf fig 2)
Since in the case of professional summanz-
Ing cogmtive processing 1s modular, the
agents work 1n task-specific groups using a
dedicated blackboard For instance, the rele-
vance assessment agents use the relevance
blackboard to put the relevance judgement
together Every blackboard has a control
specialist It orgamizes the work of the group,
sums up what they have achieved, executes
the group opimion and delivers the result to
the next blackboard

. Knowledge base

The SumSum knowledge base 1s a common
knowledge store compnsing a text represen-
tation which holds all texts in the system and
an ontology of the concepts which are
needed to deal with them

3 Computer-oriented discourse representa-
tion ‘
Since summanzing 15 a text and mformation
processing task, we have to represent those
surface text passages and text meamng units
in the system which are really worked upon,
concentrating on semantic and pragmatic
structures The representation must support
pragmatic text handhing and deal with hoh-
stic text structures as well as with local micro-
structures and layout features, because doc- -
ument structure knowledge 13 a core item of

a professional summarizer's competence
* - The practical coding of the wisible doc-
ument archutectore follows SGML con-
venttons SGML tags like ‘"<hlt>
. <hl 1> "Introduction” </hi 1t> "assign a
layout feature denved from content
structure In the example 1n table 1, the
section beginning 1s indicated by <hl 1>
Its title 15 included by the tag parr
<hl 1> and </hl 1t

* The passages that are really read in the

simulated working steps are furthermore
coded 1n first-order-logic-like proposi-
tional form (see table 2) Duning text
coding we dehberately chose fitting
predicates and standardized presentation
(¢ g ordering of arguments, matching
semantically nearly equivalent words in
one concept) Domain predicates are dis-
tinguished from predicates that describe
an 1nteraction between the authors and
their readers .

of Stolberg </p> </bodyl 1> </hl 1>

<hl 1> <hl 1> 1 Introduction </hl 1>

<bodyl 1> <p> This study forms part of the project "Atmogenous and geogenous
components 1n the heavy metal balance of forest trees” The goal of this project 18, on
the basis of the distnbution within the tree, to trace paths of heavy metal absorption
and the regulanties of their internal redistribution Furthermore, it 1s aimed to estimate
absorption and redistnbution rates In order to obtain as clear results as possible, the
majority of trees analyzed were located 1n areas with atmogenous or geogenous pol-
lution In continuation of the previous studies, which concentrated on trees 1n contam-
wnated dead ore areas and Black Forest locations with low atmogenous pollution, the
following reports about trees 1nfluenced by high atmogenous deposits in the district

Table 1 Text representation, SGML style coding of an ntroduction
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3 domain_exist (antroduction)

5 domain_investigate (project, 4)
6 domain_participate (study_this, 5)

4 domain_pollute (heavy_metals, forest_trees, , » » [geogenous, atmogenous])

7 domain_absorb (trees, heavy_metals, , paths)

8 domam_redistnbute (trees, heavy_metals, , internally, , regulanty)
9 domain_distnibute (trees, heavy_metals, , internally)

10 domain_trace (project, {7, 81,9, , ., aim)
11 domain_estimate (project, [7, 8], , , , aim))

Table 2 Text representatioh, beginning of the mtroduction (propositional coding)

* To account for discourse lével document
- structures, StmSum uses text-type specific
superstructures (Kintsch & van Dyk,
1983) From a practical point of view, su-
perstructures consist of semantic compo-
nents which are linked by discourse rela-
tions In StmSum, these are RST relations
(RST Rbhetorical Structure Theory -
Mann & Thompson, 1987, Hovy, 1993)
While the SGML and the propositional
representations  are precoded, the dis-
course level document structures are re-
constructed during summarizing The
cognitive agents install the respective RST
. relations Only a few of the most neces-
sary and most simple RST relations have
been implemented ELABORATION,
RESTATEMENT, PURPOSE, CAUSE/
RESULT, EXAMPLE .
A small parstmomous ontology has been

coded for every document, where the used

concepts are orgamzed 1n a smalf and very
flat hierarchy The ontology 1s divided into
two parts according to Penman (1989) The
upper model 18 domain independent and
therefore used for all texts in the system,
whereas the lower model is domain specific,
so that one 15 modelled for each document
The agents do some basic inferencing such
as comparing text units with knowledge base
entnes and installing relations from a fixed
set between text unts

4 Agents

‘The core of the StmSum simulation are ob-
ject-oniented agents As representatives of the
empinically found cognitive strategies they
manage the reduction of a large document to
a short summary Agents differ in the repre-
sentations they work upon Some of them are
sensitive for SGML tags, others need the
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propositional presentation to run their meth-
ods

In the SimSum system, 39 agents are mod-
elled 1n great detail They are involved 1 the
central information reduction task of sum-
manzimng, e g the relevance agents Reading
and wnting strategies are realized carefully
only in so far as they are specific for profes-
sional summarization, otherwise they remain
black box agents About haif of the agents
are "real" agents and the rest are "pseudo"-
agents For instance, the explore agent 1s a
black box agent of understanding It fakes
text comprehension by assigning input pas-
sages a precoded propositional representa-
tion The reorganize agent is a black box
agent as well It s presumed to 1mpose En-
glish grammar and spelling which 1s not a
spectfic subtask of professional summanz-
ing Therefore the agent functions more or
less as a placeholder

The agents fail into the following functional
classes planmng and control, exploration,
relevance assessment, target text construction,
quality enhancement, formulation, and gen-
eral knowledge processing In addithon, there
are minor agents such as readers and wnters

. To make the agents more concrete, we dis-

cuss in the following two "real” relevance
agents that happen to be good old acquain-
tances of everybody in automatic summanz-
ing relevanr-texthint (realizing the mdicator
phrase method, see, e g, Paice, 1990 and
Borko 1968) and relevant-call, which as-
sesses the importance of an entity by measur-
ing 1its distance from the theme (principle
used 1n Jacobs & Rau, 1990, McKeown,
1985, Trabasso & Sperry, 1985) More
about agents 1s found 1n Endres-Niggemeyer
et al (1995) and in Endres-Niggemeyer

(1997)



Relevance agents work under the control of
hold, the responsible agent for the relevance
blackboard. (cf fig2) Since the skilled re-

duction of document meaning to the most

relevant items 1s central to professional sum-
manzation, held 1s mm charge of the core of
the whole summanzing process

. Relevant-texthint

The relevant-texthint agent 1mplements the

"indicator phrase method" known since the
early days of automatic abstracting It ex-
ploits cue phrases by which authors qualify

their statements, assuming that the qualifica-

tion apphes to the scope of the indicator
phrase By 1ts mere presence, a (positive} m-
dicator phrase expresses the author's empha-
sis and suggests the relevance of the state-
ment w its scope In addition, cue phrases
often explain what the author announces, e g
a new finding or the content of the conclu-
sion, and 1ts role in the document

Relevant-texthint reads the propositions on
the meaning panel of the document black-
board (see fig 2) To make out relevant
propositions, 1t uses a private dictionary,
where the potential indicator predicates (cf.

table 3) are listed Since the dictionary en-
tries are annotated with interpretations, the
agent can draw the attention of other agents
to these propositions by passmg them parts
of its pnivate knowledge .

Relevant-texthint recognizes the indicator
predicates by simple pattern matching as
containing an indicator phrase, matching its
dictionary entry with a proposition such as
proposition 5 1n table 2 Consequently, the
agent annotates proposition 4 as describing
the project theme and therefore as rmportant
and puts it together with others on the rele-
vance blackboard (see fig 2 and table 4)

*  Relevant-call

Relevant-call recognizes a text meamng 1tem
as relevant because 1t Links it to the document
theme (see figure 3) The agent needs the
thematic structure and, as a candidate for
linkage to the document topic, a text
proposition The agent checks whether an
open RST-type link of the document theme
15 ‘able to attach the candidate If so, the
proposition 1s regarded as relevant and added
to the document theme

Theme-of-document
domain_investigate (project, X)
domain_participate (study_this, X)
domain_estimate (project, X, alm)
mteraction_report (author, X)
domam_continue (researchers, Y, X)

Methods-of-research
domain_select (researchers, X)
domatn_obtain (researchers,
results_clear, X, aim)
Research-background
domain_concentrate (research, X,
past)

_Table 3 Some propositions from the indicator phrase dlcnonﬁry

document

ument

domain_pollute (heavy_metals, forest_trees, , , , [geogenous, atmogenous]) theme-of-

domain_redistribute (trees, heavy_metals, , mternally, , regulanty) theme-of-document
domain_distnbute (trees, heavy_metals, , internally) theme-of-document

12 domain_select (researchers, ftrees/locations_polluted_atmogenous_kigh/,
trees/locations_polluted_geogenous_high/])  methods-of-research

16 domain_influence (deposits/atmogenous_| hlghl trees, , stolberg_district) theme-of—doc_

4
7 domain_absorb (trees, heavy_metals, , paths) theme-of-document
8
9

Table 4 Choice of what relevant-texthint Judges relevant
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extension 3

\

(invest gate
(project,
pollute
(heavy_metals,
forest_trees,
[atmogenous,

\geogenous])) J

ELABORATION

extension 2

pollute
(heavy_metals,
forest_trees,
[atmogenous,
eogenous))

pollute
(heavy_metals,
forest_trees)

)

extension 1

Figure 3 Relevant-call expands the document theme

To find the document theme, relevant-call
accesses the theme panel of the document
blackboard The agent tries to attach propo-
sitions discovered by other (data-oriented)

agents For instance 1t picks up proposttion 4 -

recommended by relevant-texthint because
it states what the research 18 about ("This in-
vestigation forms part of a project " - cf
table 4) Relevant-call 1tnes all available
RST-relations in order to hnk proposiion 4
to the document theme (n extension 1) It 1s
casy to see what happens proposinon 4
rephrases the theme, the concepts "pollute”,
"heavy_metal”, and "forest_trees” of the
theme are repeated The theme and the text
proposition umfy, but proposition 4 bnngs
some additional information about the
([geogenous, atmogenous]) components of
contamination This corresponds to an elabo-
ration of the theme Consequently, the
propositon . 1s attached by an ELABORATION
link The new hypothesis of a topic structure
1s given in figure 3 At that moment, two new.
propositions have been attached to the theme,
-s0 that the theme has three extensions

5 Conclusion

Advancing the scientific frontiers of text
summarnzation presupposes more knowledge
about the way summarization works The
main frut of the empirical investigation be-

hind SimSum 1s an image of the summanza-
tion process which 1s detaled enough to lay
the foundations for a simulation Since the
resulkng summarization model incorporates
the know-how of human experts, it has good
prospects of presenting powerful techniques
Summarizing by cooperating cogmtive
agents seems to be such a pnnciple

The researchers have reached their aim to
show that an observationally founded im-
plementation of summanzing processes 1s
possible However, StmSum 15 a system in-
the-small It suffices to demonstrate how the
summarnization agents work n thetr cogmtive
environment To meet practical challenges
such as text summanzing in the WWW, a
much more comprehensive system must be
realized This means in parttcular

providing knowledge bases of real-world
size, be they private ones of agents or
public resources of the whole system '

choosing the most useful strategies or
agents and making them flexible to deal
with any legitumate data

using text understanders or information
extraction components as well as genera-
tion systems provided by colleagues
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