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Abstract

We descrnibe experiments that show that
the concepts of thetorical analysis and nu-
cleanity can be used effectively for deter-
mumng the most umportant units i a text

We show how these concepts can be 1m-
plemented and we discuss results that we
obtained with a discourse-based summa-
rization program

1 Motivation

The evaluation of automatic summarizers has always
been a thorny problem most papers on summarization
describe the approach that they use and give some “con-
vincing” samples of the output In very few cases, the
direct output of a summanizanon program 1s compared
with a human-made summary or evaluated with the help
of human subjects, usualty, the results are modest Un-
fortunately, evaluating the results of a particular 1mple-
mentation does not enable one to determine what part of
the failure 1s due to the implementation itself and what
part to 1ts underlying assumptions The position that we
take m this paper 15 that, i order to build high-quality
summarization programs, one needs to evaluate not only
arepresentative set of automatically generated outputs (a
ghly difficult problem by 1itself), but also the adequacy
of the assumptions that these programs use That way,
one 1s able to distanguish the problems that pertain to a
parucular implementation from thase that pertain to the
underlying theoretical framework and explore new ways
to improve each

With few exceptions, automatic approaches to summa-
rization have primarily addressed possible ways to deter-
mune the most important parts of a text (see Paice (1990)
for an excellent overview) Determumng the salient paris
15 considered to be achievable because one or more of
the following assumptions hold (1) important sentences
in a text contain words that are used frequently (Luhn,
1958, Edmundson, 1968), (1) important sentences con-
tan words that are used i the title and section head-
ings (Edmundson, 1968), (1) important sentences are
located at the beginming or end of paragraphs (Baxen-

fions 1n a text that are genre dependent — these positions
can be determined automatically, through trmining tech-
nigues (Lin and Hovy, 1997), (v) important sentences use
bopus words such as “greatest” and “significant” or mndi-
cator phrases such as “the main aim of this paper™ and
“the purpose of this article”, while non-important sen-
tences use stigma words such as “hardly” and “unpossi-
ble” (Edmundson, 1968, Rush, Salvador, and Zamora,
1971), (v1) important sentences and concepts are the
highest connected entities 1n elaborate semantic struc-
tures (Skorochodko, 1971, Lin, 1995, Barailay and El-
hadad, 1997), and (vi1) important and non-important sen-
tences are derivable from a discourse representation of
the text (Sparck Jones, 1993, Ono, Sumita, and Muke,
1994) ‘

In determiming the words that occur most frequently 1n
2 text or the sentences that use words that occur n the
headings of sections, computers are accurate tools How-
ever, In determining the concepts that are semantically
related or the discourse structure of a text, computers
are no longer so accurate, tather, they are highly depen-
dent on the coverage of the linguistic resources that they
use and the quality of the algorithms that they imple-
ment Although 1t 15 plavsible that elaborate ¢cohesion-
and coherence-based structures can be used effectively
n summanzation, we belreve that before building sum-.
marization programs, we should determine the extent to
which these assumptions hold

In this paper, we describe experiments that show that

" the concepts of rhetonical analysis and nucleanty can be

dale, 1958), (1v) important sentences are located at posi- _
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used effectively for determining the most important units
matext We show how these concepts were 1mplemented
and discuss results that we obtained with a discourse-
based summanzation program

2 From discourse trees to summaries —
an empirical view

21 Introduction

Researchers 1 computational Ingwstics (Mann and
Thompson, 1988, Matthiessen and Thompson, 1988,
Sparck Jones, 1993) have long speculated that the nucler
that pertain to a rhetoncal structure tree (RS-tree) (Mann
and Thompsen, 1988) constitute an adequate summarnza-
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Table 1 The scores assigned by the judges, analysts, and our program to the textual units 1n text 1

tion of the text for which that RS-tree was built However,
to our knowledge, there was no experument to confirm
how valid this speculation really 15 In what follows,
we describe an expenment that shows that there exasts a
strong correlation between the nuclet of the RS-tree of a
text and what readers perceive 1o be the most important
units in a text

2.2 Experiment
2.2.1 Materials and methods

We know from the results reported 1n the psychological
literature on summarization (Johnson, 1970, Chou Hare
and Borchardt, 1984, Sherrard, 1989) that there exists a
certain degree of disagreement between readers with re-
spect to the importance that they assign to various textoal
units and that the disagreement 1s dependent on the qual-
ity of the text and the comprehension and summanzation
skells of the readers (Winograd, 1984) In an attempt 10
produce an adequate reference set of data, we selected for
our experiment five texts from Scientific Amenican that
we considered to be well-written The texts ranged n
size from 161 to 725 words We used square brackets to
enclose the muinumal textual units (essentially the clauses)
of each text Overall, the five texts were broken into 160
textual units with the shortest text being broken nto 18
textual umts, and the longestinto 70 The shertest text 15
given 1n (1), below (here, for the purpose of reference, the
mimmal units are not only enclosed by square brackets,
but also are numbered)

(1) [With 1ts distant orbit! ] [— 50 percent farther from the
sun than Earth —?] [and slm atmosphenc blanket,*]
[Mars expenences fngid weather conditions ¥ [Sur-
face temperatures typically average about —60 degrees
Celsius (—76 degrees Fahrenhext) at the equator’] [and
can dip to —123 degrees C near the poles ®] [Only the
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mudday sunat troplcal latitudes 1s warm enoughto thew
1ce on occasion,’] [but any hqud water formed 1 this -
way would evaporate almost mstantly®] [because of the
low atmosphenc pressure °]

[Although the atmosphere helds 2 small amount of
water, '] [and water-ice clouds sometimes develop,'']
[most Martian weather involves blowing dust or car-

_ bon dioxide '] [Each wanter, for example, a bhzzard
of frozen carbon dioxide rages over one pole,'®] fand
a few meters of thuis dry-ice snow accumulate] [as
previously frozen carbon dioxide evaporates from the
oppostte polar cap '*] [Yet even on the summer pole, ']
[where the sun remains i the sky all day long, '] {tem-
peratures never warm enough to melt frozen water '3}

We followed Garner’s (1982) strategy and asked 13
independent judges to rate each textual umit according
to 1ts importance to a potential summary The judges
used a three-point scale and assigned a score of 2 to the
units that they believed to be very important and should
appear 1n a concise summary, 1 to those they considered
moderately important, which should appear 1n a long
summary, and 0 to those they considered unmportant,
which should not appear in any summary The judges
were snstructed that there were no right or wrong answers
and no upper or lower bounds with respect to the number
of textual unts that they should select as being mmportant
or moderately important The judges were all graduate
students in computer science, we assumed that they had
developed adequate comprehension and summanzation
skills on ther own, so no traming session was carried
out Table 1 presents the scores that were assigned by
each judge to the unrts 1n text (1)

The same texts were also given to two computational
hngwists with soled knowledge of thetonical structure the-
ory (RST) The analysts were asked to build one RS-tree



i Text 1 2 3 4 5 Al
All umts 73 73 6% 70 70 71
Very umportantumts | 88 63 65 64 67 66
Less importantunits | 51 73 54 46 - 58
Unmportantumts |75 83 73 73 71 74

Table 2 Percent agreement with the majority opnion

for each text We took then the RS-trees built by the an-
alysts and used our formahization of RST (Marcu, 1996,
Marcu, 1997h) to associate with each node 1n a tree its
salient umts The salient umits were computed recur-
sively, associating with each leaf 1 an RS-tree the leaf
- 1tself, and to each internal node the sahent units of the
nucleus or nuctei of the rhetoncal relation corresponding
to that node We then computed for each textual umit a
score, depending on the depth in the tree where 1t oc-
curred as a sahent unit the textual unats that were salient
units of the top nodes 1 a tree had a higher score than
those that were saltent units of the nodes found at the bot-

tomof atree Essentially, from a rhetorical structure tree,

we denived an importance score for each textual umt the
mmportance scores ranged from O to n where z was the
depth of the RS-trec ! Tablé 1 presents the scores that
were derived from the RS-trees that were built by each
analyst for text (1)

222 Results

Overall agreement among judges. We measured the
ability of judges to agree with one another, using the no-
tion of percent agreement that was defined by Gale (1992)
and used extensively in discourse segmentation stud-
1es (Passonnean and Litman, 1993, Hearst, 1994) Per-
cent agreement reflects the ratio of observed agreements
~ with the majortty opimion to possible agreements with
. the majority opimon  The percent agreements computed
for.each of the five texts and each level of amportance
are given 1n table 2 The agreements among judges for
our experiment seem to follow the same pattern as those
described by other researchers 1n summanzation (John-
son, 1970) That 1s, the judges are quite consistent with
respect to what they perceive as being very mmportant
and unimportant, but less conststent with respect to what
they perceive as being less important In contrast with
the agreement observed arnong judges, the percentage
agreements computed for 1000 importance assignments
that were randomly genetated for the same texts followed
a normal distribution with 4 = 4731, = 004 These
results suggest that the agreement among judges 1s sig-
mficant

Agreement among judges with respect to the impor-
tance of each textual umit. We considered a textual
umt to be l1abeled consistently 1f a sumple majoraty of the
judges (> 7) assigned the same scare to that umt Over-

'Section 3 2 gives an example of how the impertance scores
- were computed
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all, the judges labeled consistently 140 of the 160 textual
umts (87%) In contrast, a set of 1000 randomly pener-
ated importance scores showed agreement, on average,
for only 50 of the 160 textual units (31%),0 =005

The judges consistently labeled 36 of the untts as very
mmportant, 8 as less important, and 96 as ummportant
They were inconsistent with respect to 20 textual units
For example, for text (1), the judges consistently labeled
unyts 4 and 12 as very umportant, unss 5 and 6 as less im-
portant,units 1,2,3,7, 8,9, 10, 11, 13, 14, 15, 17 a5 wnim-
portant, and were 1nconsistent in labeling unit 18 If we
compute percent agreement figures only for the textual
units for which at least 7 judges agreed, we get 69%
for the units considered very mmportant, 63% for those
considered less important, and 77% for those constdered
umumportant The overall percent agreement 1n this case
18 75% .

Statistical significance. It has often been emphasized
that agreement figures of the kinds computed above could
be musleading (Knppendorff, 1980, Passonneau and Lit-
man, 1993) Since the “true” set of mmportant texmsal
units cannot be independenily known, we cannot com-
pute how vahid the importance assignments of the judges
were  Moreover, although the agreement fipures that
would occur by chance offer a strong indication that our
data are rehiable, they do not provide a precise measure-
ment of relianlity

To compute a rehiability figure, we followed the same
methodology as Passonneau and Litman (1993) and
Hearst (1994) and applied the Cochran’s Q summary
statistics to our data (Cochran, 1950) Cochran's test
assumes that 2 set of judges make binary decisions with
respect to a dataset The null hypothesis is that the num-
ber of judges that take the same decision 1s randomly
distributed  Since Cochran's test 1s appropniate only for
binary judgments and since our main goal was to deter-
mune a reliability figure for the agreement among judges
with respect to what they believe to be important, we
evaluated two versions of the data that reflected only one
mmportance level In the first version we considered as
being important the judgments with a score of 2 and
ummportant the judgments with 2 score of 0 and 1 In
the second verston, we considered as being 1mportant the
Judgments with a score of 2 and 1 and umimportant the
Judgments with a score of 0 Essentially, we mapped the
Judgment matnices of each of the five texts into matrices
whaose elements ranged over only two values 0 and 1
After these modifications were made, we computed for
each version and each text the Cochran statistics Q, which
approximates the x? distnbution with n — 1 degrees of
freedom, where 7 1s the namber of elements 1n the dataset
Inall cases we obtained probabilities that were very low
p < 10~® Tiis means that the agreement among judges
was extremely significant

Although the probability was very low for both ver-
s1ons, 1t was lower for the first version of the modified
data than for the second Tius means that 1t 18 more re-
lable to consider as umportant cnly the umts that were



asstgned a score of 2 by a majonty of the judges
As we have already mentioned, our ulbmate goal was

to determune whether there exists a correlation between -

the units that judges find important and the umits that
have nuclear status in the rhetorical structure trees of the
same texts Since the percentage agreement for the units
that were considered very mmportant was higher than the
percentage agreement for the unns that were consrdered
less tmportant, and since the Cochran's significance com-
puted for the first version of the modified data was higher
that the one computed for the second, we decided to con-
sider the set of 36 textual umits labeled by a majorty of
judges with 2 as’ a reliable reference set of importance
umts for the five texts For example, units 4 and 12 from
text (1) belong to thus reference set

Agreement between analysts. Once we determined
the set of textual units that the judges believed to be
mportant, we needed to deiermine the agreement be-
tween the analysts who burlt the discourse trees for the
five texts  Because we did not know the distribution of
the importance scores derived from the discourse trees,
we computed the correlation between the analysts by ap-
plying Spearman’s correlation coefficient on the scores
associated to each textual umt We interpreted these
scores as ranks on a scale that measures the 1mportance
of the units mn a text

The Spearman rank correlatton coeffictent 1s an alter-
natrve to the usual correlation coefficient It 1s based on
the ranks of the data, and not on the data 1itself, s0 15
resistant to ocuthers The null hypothesis tested by the
Spearman coefficient 1s that two vanables are indepen-
dent of each other, against the alternative hypothesis that
the rank of a vanable 1s correlated wath the rank of an-
other vanable The value of the statistics ranges from
—1, mdicating that high ranks of one variable occur with

low ranks of the other vartable, through 0, indicaung no

correlation between the vanables, to +1, indicating that
high ranks of one vanable occur with hugh ranks of the
other vanable

The Spearman correlation ceefficient between the
ranks assigned for each textual unit on the bases of the
RS-trees built by the two analysts was very huigh 0798,
at the p < 00001 level of sigmificance The differences
between the two analysts came matnly from their inter-
pretations of two of the texts the RS-trees of one analyst
murgored the paragraph structure of the texts, while the
RS-trees of the other marrored a logical orgamization of
the text, which that analyst believed to be important

Agreement between the analysts and the jndges with
respect to the most important textual units. In order
to determune whether there exists any correspondence
between what readers believe to be ymportant and the
nuclei of the RS-trees, we selected, from each of the five
texts, the set of textual umts that were labeled as “very
important” by a majority of the judges For example,
for text (1), we selected units 4 and 12,1, 11% of the
units Overall, the judges selected 36 units as being very

mmportant, which 1s approximately 22% of the umits in a
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text The percentages of important units for the five texts
were 11,36, 35, 17, and 22 respectively

We took the maximal scores computed for each textual
unit from the RS-trees built by each analyst and selected
a percentage of umts that matched the percentage of 1m-
portant units selected by the judges In the cases in which
there were ties, we selected a percentage of unats that was
closest 1o the one computed for the judges For example,
we selected units 4 and 12, which represented the most
ymportant 1% of umts as induced from the RS-tree bualt
by the first analyst However, we selected only umt 4,
which represented 6% of the most important units as -
duced from the RS-tree built by the second analyst The
reason for selecting only umt 4 for the second analyst
was that vnits 10, 11, and 12 have the same score — 4
(see table F) If we had selected wnats 10, 11 and 12 as
well, we would have ended up selecting 22% of the umits
m text (1), which 1s farther from 11 than 6 Hence, we
determined for each text the set of important units as la-
beled by judges and as derived from the RS-trees of those
texts i

We calculated for each text the recall and precision of
the tmportant units derived from the RS-trees, with re-

- spect to the units labeled important by the yudges The

overall recall and precision was the same for both ana- -
lysts 56% recall and 66% precision In contrast, the

- average recall and precision for the same percentages of

units selected randomly 1000 times from the same five
texts were both 25 7%, o = 0059 ,

In summanzng text, 1t 1s often useful to consider not
only clauses, but full sentences To account for this, we
constdered to be important all the textual units that per-
tamned to a seatence that was characterized by at least
one mmportant textual unit  For example, we labeled as
mmportant textual units 1 to 4 mn text (1), because they
make up a full sentence and because unit 4 was labeled
as important For the adjusted data, we determined again
the percentages of important units for the five texts and
we re-calculated the recall and precision for both ana-
lysts the recall was 69% and 66% and the precision 82%
and 75% respectively In contrast, the average recall and
precision for the same percentages of umts selected ran-
domly 1000 tumes from the same five texts were 38 4%,
o = 0048 ‘These results confirm that there exists a
strong correlation between the nuclet of the RS-trees that
pertain t0 a text and what readers perceive as being impor-
tant 1n that text Given the values of recall and precision
that we obtained, 1t 1s plausible that an adequate com-
putational treatment of discourse theories would provide
most of what 1s needed for selecting accurately the 1m-
portant umits 1n a text However, the results also suggest
that RST by 1tself 1s not enough 1f one wants to strive for
perfection _

The above results not only provide strong evidence that
discourse theories can be used effectively for text sum-
manzation, but alsp enable one to denve strategies that
an automatic summarizer might follow For example, the
Spearman correlation coefficient between the judges and
the first analyst, the one who did not follow the paragraph



structure, was fower than the one between the judges and
the second analyst It follows that most human judges are
inclined to use the paragraph breaks as valuable sources
of information when they interpret discourse If the aum
of a summarization program 15 to mamic human behavior,
1t seems adequate for the program to take advantage of
the paragraph structure of the texts that it analyzes

Currently, the rank assignment for each textual unit 1n
an RS-tree 1s done entirely on the basis of the maximal
depth 1n the tree where that unit 1s salient (Marcu, 1996)
QOur data seem to support the fact that there exists a cor-
relation also between the types of relations that are used
to connect vartous textual umts and the importance of
those units in atext  We plan to design other experiments
that can provide clearcut evidence on the nature of this
correlation :

3 An RST-based summarization program

3.1 Implementation

Our summanzation program relies on a rhetoncal parser
that burlds RS-trees
matcal foundations of the rhetoncal parsing algonthm
rely on a first-order formalization of valid text struc-
tures (Marcu, 1997b) The assumptions of the formal-
1zation are the following 1 The elementary units of
complex text structures are non-overlapping spans of text

2 Rhetorical, coherence, and cohesive relations hold be-
tween textual units of vanous sizes 3 Relations can
be partitioned into two classes paratactic and hypotac-
tic Paratactic relations are those that hold between spans
of equal importance Hypotactic relations are those that
hold between a span that 1s essential for the wniter's pur-
pose, 1 e, a nucleus, and a span that increases the under-
standing of the nucleus but 1s not essential for the winter’s
purpose, 1 ¢, asatellte 4 The abstract structure of most
texts 18 a binary, tree-lhike structure 5 If a relation
holds between two textual spans of the tree structure of a
text, that relation also holds between the most umportant

units of the constituent subspans  The most important .

units of a textual span are determined recursively they
cormrespond to the most important units of the immediate
subspans when the relation that holds between these sub-
spans 1§ paratactic, and to the most important umts of the
nucleus subspan when the relation that holds between the
unmedtate subspans 1s hypotactc
The rhetorical parsing algorithm, which 15 outhned 1n
figure 1, 1s based on a comprehensive corpus analysis of
more than 450 discourse markers and 7900 text fragments
(see (Marcu, 1997b) for detarls) When given a text, the
rhetorical parser determunes first the discourse markers
and the clementary umits that make up that text The
parser uses then the informanon derived from the cor-
pus anafysis 1n order to hypothesize rhetorical relations
among the elementary units In the end, the parser applies
a constraint-satisfaction procedure to determune the text
structures that are valid If more than one vahid structure
. 15 found, the parser chooses one that 1s the “best” accord-
ing to a given metric  The detanls of the algonthins that
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for unrestricted texts The mathe- -

INPUT atext T

1 Deternune the set D of all discourse markers in T
and the set Uy of elementary textual umtsin T

2 Hypothesizeaset of relations Rbetween the elements
of Ur ‘

3 Determune the set ValTrees of all valid RS-trees of
T that can be bwlt using relations from R

4 Determine the “best” RS-tree in ValTrees on the
basis of a metric that assigns higher weights to the trees
that are more skewed to the nght

Figure 1 An outline of the rhetoncal parsing algorithm

Elaborauen
4 2
Elsboration Exemphfication
- /
4 56 12 16 18
Jusnficanon Efaboration Concesuioa Antthesis
Contrast
2 ' 17
8
) Evidencs

o

Figure 2 The RS-tree of maximal weight built by the
rhetoncal parser for text (1)

are used by the rethonical parser are discussed at length
i (Marcu, 1997a, Marcu, 1997b)

‘When the rhetoncal parser takes text (1) as input, 1t
produces the RS-tree in figure 2 The convention that
we use 15 that nucles are surrounded by solid boxes and
satellites by dotted boxes, the links between a node and
a subordinate nucleus or nucler are represented by solid
arrows, and the links between a node and a subordinate
satellite by dotted lines The nodes with only one satel-
hite denote occurrences of parenthetical mformation for
example, textual urit 2 1s labeled as parenthetical to the
textual unit that results from juxtaposing 1 and 3 The
numbers associated with each leaf correspend to the nu-
mencal labels in text (1) The numbers assoczated with
each internal node correspond to the salient units of that
node and are explicitly represented in the RS-tree

By wnspecting the RS-tree in figure 2, one can notice
that the trees that are built by the program do not have the
same granulanty as the trees constructed by the analysts
For example, the program treats umts 13, 14, and 15 as
one elementary unit However, as we argue 1n (Marcu,
1997b), the corpus analysis on which our parser 1s built
supports the observation that, in most cases, the global
structure of the RS-tree 1s not affected by the inability of
the rhetorical parser to uncover all clauses 1n a text —



most of the clauses that are not uncovered are nuclet of
JOINT relations :

The summarization program takes the RS-tree pro-
duced by the rhetorical parser and selects the textual umats
that are most salient 1n that text If the aim of the program
15 10 produce just a very short summary, only the salient
unuts assoctated with the mternal nodes found closer to
the root are sclected The longer the summary one wants
to generate, the farther the selected salient units will be
from the root In fact, one can see that the RS-trees
bult by the rhetonical parser induce a partial order on the
importance of the textual units For text (1), the most
mmportant umt 1s 4 The textual umts that are sahent 1n
the nodes found one level below represent the next level
of importance (i this case, umit 12 — unit 4 was already
accounted for) The next level contains unats 5, 6, 16, and
18, and so on ‘

32 Evalation

To evaluate our program, we associated with each textual
unit 1n the RS-trees built by the rhetorical parser a score
in the same way we did for the RS-trees built by the
analysts For example, the RS-tree in figure 2 has a depth
of 6 Because ynit 4 1s salient for the root, it gets a
score of 6 Units 5,6 are salient for an internal node
found two levels below the root therefore, their score 15
4 Umit 9 1s salient for a leaf found five levels below the
root therefore, uts score 1 1 Table 1 presents the scores
associated by our summarization program to each umtin
text (1)

We used the importance scores assigned by our pro-
gram to compute statistics simular to those discussed 1n
the previous section When the program selecied only
the textual units with the highest scores, 1n percentages
that were equal to those of the judges, the recall was 53%
and the precision was 50% When the program selected
the full sentences that were associated with the most im-
portant units, 1n percentages that were equal to those of
the judges, the recall was 66% and the precision 68%
The lower recall and precision scores assoctated with
clauses scem to be caused primanly by the difference in
granulanty with respect to the way the texts were broken
into subunits the program does aot recover all minimal
textual units, and as a consequence, Its assignment of
umportance scores 1s coarser When full sentences are
considered, the judges and the program work at the same
level of granularity, and as a consequence, the summa-
nization results improve significantly '

4 Comparison with other work

We are not aware of any R$T-based summarization pro-

gram for Enghsh However, Ono et al (1994) discuss -

a summarization program for Japanese whose mimmal
textual units are seatences Due 10 the differences be-
tween Enghish and Japanese, 1t was impossible for us to
compare Ono’s summanzer with ours Fundamental dif-
ferences concerning the assumptiens that underlie Ono’s
work and ours are discussed at length in (Marcu, 1997b)
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Unit type Recall T Precision
auses dom 2517 257
Microsoft - 28 26
Summanzer :
Our summanzer 53 30 |
Analysts 56 66
Sentences | Random - " 384 384
Microsofi 41 39
Summanzer
Our summanzer | 66 68
Analysts 673 785

Table 3 An evaluation of our summarizat:on program

We were able to obtain only one other program that

" summarizes English text — the one 1ncluded in the M-

crosoft Office97 package We run the Microsoft summa-
nization program on the five texts from Sciennific Amer-
ican and selected the same percentages of textual units
as those considered mportant by the judges When we
selected percentages of text that corresponded only to the
clauses considered important by the judges, the Microsoft
program recalled 28% of the units, with a precision of .
26% When we selected percentages of text that corre-
sponded to sentences considered important by the judges,
the Microsoft program recalled 41% of the umts, with a
precision of 39% All Microsoft figures are only shightly
above those that correspond to the baseline algonthms
that select important units randomly It follows that our
program outperforms sigmficantly the one found m the
Office97 package ] .

We are not aware of any other summanzation program
that can buld summaries with granulanty as fine as a
clause (as our program can)

5 Co_nclusions

We described the first experiment that shows that the con-
cepts of thetoncal analysis and nuclearity can be used ef-
fectively for summanzing text The expeniment suggests
that discourse-based methods can account for determin-

‘ing the most important units tn a text with a recall and

precision ashughas 70% We showed how the concepts of
rhetorical analysis and nucleanity can be treated algonth-
mically and we compared recall and precision figures of a
summanzation program that implements these concepts
with recall and preciston figures that psrtain to a baseline
algorithm and to a commercial system, the Microsoft Of-
fice97 summanzer The discourse-based summarzation
program that we propose outperforims both the basaline
and the commercial summarizer (see table 3) However,
since 1ts results do not match yet the recall and precision
figures that pertain to the manual discourse analyses, 1t
18 likely that improvements of the rhetorical parser al-
gorithm will result in better performance of subsequent
implemetations
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