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Abstract

A useful first step 1 document summan-
sation is the selection of a small number of
‘meampgful’ sentences from a larger text

Kupiec et al (1995) describe this as a clas-
sification task on the basis of a corpus of
techmical papers with summanes written
by professional absiractors, therr system
1dentifies those sentences in the text which
also occur 1 the summary, and then ac-
quires a modet of the ‘abstract-worthiness’
of a sentence as a combination of a limted
number of properties of that sentence

We report on a repheation of this exper-
mment with different data summanes for
our documents were not written by pro-
fessional abstractors, but by the authors
themselves This produced fewer alignable
sentences to tram orn We use alternative
‘meanimgful’ sentences (selected by a hu-
man Judge) as training and evalnation ma-
tenal, because this has advantages for the
subsequent automatic generation of more
flexible abstracts We quantitatively com-
pare the two different strategies for trainng
and evaluation (viz alignment vs human
Judgement}, we also discuss qualitative dif-
ferences and consequences for the genera-
fion of abstracts

1 Introduction

A useful first step m the automatic or semr-
automatic generation of abstracts from source texts
1s the selection of a smail number of ‘meanmgful’
sentences from the source text To achieve thus,
each sentence 1n the source text 18 scored according
to some measure of importance, and the best-rated
sentences are selected This resulis in collections of

a classification task
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the N most ‘meanmgful’ sentences, 1n the order 1n
which they appeared 1n the source text ~ we will call
these ezcerpts An excerpt can be used to give read-
ers an 1dea of what the longer text 1s about, or 1t can
be used as mput mfo a process to produce a more
coherent abstract

It has been argued for almost 40 years that it 15
possible to automatically create excerpts which meet
basic information compression needs (Luhn, 1958)
Since then, different measurements for the impor-
tance of a sentence have been suggested, i partic-
ular stochastic measurements for the sigmficance of
key words or phrases (Luhn, 1958, Zechner, 1995)
Other research, starting with (Edmundson, 1969),
stressed the importance of heunstics for the location
of the candidate sentence 1n the source text (Baxen-

. dale, 1958) and for the occurrence of cve phrases
{Paice and Jones, 1993, Johnson et al , 1993)

Single heunstics tend to work well on documents
that resemble each other m style and content For
the more robust creation of excerpts, combinations
of these heunstics can be used The crucal ques-
tion 18 how to combine the different heunistics In
the past, the relative usefulness of single methods
had to be balanced manually Kupiec et al {1995)
use supervised learnmg to automatically adjust, fea-
ture weights, using a corpus of research papers and
corresponding summaries

Humans have good tuttion about what makes
a sentence ‘abstract-worthy’, 1e suitable for inclu-
sion 1n a summary Abstract-worthiness 15 a high-
level quality, comprising notions such as semantic
content, relative importance and appropnateness for
representing the contents of a document - For the
automatic evaluation of the quahty of machine gen-
erated excerpts, one has to find an operational ap-
proximation to this subjective notion of abstract-
worthiness, 1e a definition of a desired result We
wiil call the critena of what constitutes success the
gold standard, and the set of sentences that fulfill
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these crnitenia the gold standard sentences Apart
from evaluation, a gold standard 1s also needed for
supervised learmng =~ -

In Kupiec et al (1995), a gold standard sentence
18 a sentence in the source text that 18 matched wmith
a summary sentence on the basis of semantic and
syntactic ssmilanty In their corpus of 188 engineer-
mg papers with summarnes written by professional
abstractors, 79% of sentences occurred 1n both sum-
" mary and source text with at most minor modifica-
tiona ‘

However, our collection of papers, whose abstracts
were wntten by the authors themselves, shows a

sigmificant difference these abstracts have sigmfi-
cantly fewer alignable sentences (31 7%) This does

not mean that there are fewer .abstract-worthy sen-
tences m the source text We used a simple (labour-
mtensive) way of defiming this alternative gold stan-
dard, viz asking a human judge to 1dentsfy addi-
tional abstract-worthy sentences 1n the source text

Qur mam question was whether Kupiec et al’s
methodology could be used for our kind of gold stan-
dard sentences also, and of there was a fundamental
" difference in extraction performance between sen-
tences 1 both gold standards or between documents
with higher or lower ahgnment We also conducted
an experument to see how additional trammng mate-
rral would influence the statistical model

The remainder of this paper 18 orgamzed as fol-
lows 1n the next section, we summanze Kupiec et
al 's method and results Then, we describe our
data and discuss the resultas from three experiments
with different evaluation strategies and trainng ma-
terial Differences between our and Kupiec et al s
~ data with respect to the alignalhity of document
and summary sentences, and consequences thereof
are oonsidered 1n the discussion

2 Sentence selection as classification -

In Kupiec et al ’s expertment, the gold standard
sentences are those summary sentences that can be
ahgned with sentences m the source texts Once
the alignment has been carned out, the system tnes
to determine the characteristic properties of aligned
gentences according to a number of features, viz
presence of particular cue phrases, location mn the
text, sentence length, occurrence of thematic words,
and occurrence of proper names Each document
sentence receives scores for each of the features, re-
sulting m an estumate for the sentence’s probabihity

to also occur m the summary This probability 15

calculated as follows
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values,

P(s€8) compression rate (constant),

P%F,| s € §) probabihty of feature-value parr oc-
curmng in a sentence which 15 i the

_ summary,
P(F;) probabiity that the feature-value
. parr occurs unconditionally,
k number of feature-value pairs,
F J-th feature-valué par

Assuring statistical mdependence of the features,
P(F,|s € S) and P(F,) can be estimated from the
corpus

Evaluation rehes on cross-va.hda.tmn The model
18 tramed on a traumng set of documents, leaving one
document out at a time {the current test document)
The model 15 then used to extract candidate sen-
tences from the test document, allowing evalnation
of precision (sentences selected correctly over total -
number of sentences selected) and recall (sentences
selected correctly over ahgnable sentences in sum-
mary) Simce from any given test text as many sen-
tences are selected as there are ahgnable sentences
n the summary, precision and recal] are always the
same

Kupiec et al reports that precision of the mdivid-
ual keunstics ranges between 20-33%, the highest
cumulative result {44%) was achieved using para-
graph, fixed phrases and length cut-off features

3 Our eiperiment

3.1 Data and gold standards

Our corpus 13 a collection of 202 papers from dif-
ferent areas of computational hngmstics, with sum-
manes written by the authors ! The average length
of the summartesis 4 7 sentences, the average length
of the documents 210 gentences

We senu-automatlca.lly marked up the following
structural information title, summary, headings,
paragraph structure and sentences Tables, equa-
tions, figures, captions, references and cross refer-
ences were removed and replaced by place holders

!The corpus was drawn from the computation and
language archive (http //xxx lanl.gov/cmp-1g), con-
verted from BPTEX source mto HTML m order to ex-
tract raw text and )mummal structure automatically, then
transformed mto our SGML format with a perl scnpt,
and manually corrected Data collection took place col-
laboratively with Byron Georgantopolous
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Figure 1 Composition of . gold standards for traimmng sets

We deaided to use two gold standards

e Gold standard A: Alignment. Gold stan-
dard sentences are those occurring 1e both au-
‘thor summary and source text, 1n hne with Ko-
piec et a1 ’s gold standard

» Gold standard B: Human Judgement.
Gold standard sentences are nom-alignable
source text sentences which a human judge
1dentified as relevant, 1 ¢ mdicative of the con-
tents of the source text Exactly how many
hurnan-selected sentence candidates were cho-
sen was the human Judge’s decision

Ahgnment between summary and document sen-
tences was assisted by a siumple surface similanty
measure (longest common subsequence of non-stop-
hist words) Final ahgnment was decided by a hu-
man judge The criterion was stmlanty of semantic
contents of the compared sentences The following
sentence paxr 1llustrates a direct match

Summary: In understandmng a reference, an
agent determunes hus confidence m 1ts ade-
quacy as a means of identifying the referent

Document: An agent understands a refer-
ence once he 1s confident m the adequacy of
1ts (mferred) plan as a means of identifying
the referent

Qur data show an important difference wrth Ku-
piec et al ’s data we have significantly lower align-
ment rates Qnly 17 8% of the summary sentences
m our corpus could be automatically aligned with
a document sentence with a certain degree of reli-
abthity, and only 3% of all summary sentences are
. 1dentical matches with document sentences

We created three d:fferent sets of traimng mate-
nal
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¢ Training set 1: The 40 documents with the

highest rate of overlap, 84% of the summary
gentences could be semi-automatically ahgned
with a document sentence

Training set 2: 42 documents from the year
1994 were arbitrarly chosen out of the re-
maimng 163 documents and semi-automatically
aligned They showed a much lower rate of over-
lap, only 36% of summary sentences could be
mapped mto a document sentence

Training set 3: 42 documents from the year
1995 were arbitrarly chosen out of the remam-
mg documents and sem-automatically ahigned
Agam, the overlap was rather low 42%

Training set 123: Conjunction of traimng sets

. 1,2and 3 The average docurnent length 15 194

sentences, the average summary length 15 47
sentences

- A human judge provided a mark-up of additional
abstract-worthy sentences for these 3 training sets
(124 documents)] The remaming 78 documents
remain as unseen test data Figure 1 shows the
compaamtion of gold standards for our training sets
Gold standard sentences for trainmng set 1 consist of
an approximately balanced muxture of aligned and
human-selected candidates, whereas tramng set 2
contains three times as many human-selected as
ahgned gold standard sentences, training set 3 even
four times as many Each document mn training set 1
18 associated with an average of 7 75 gold standard
sentences (A+B), compared to an average of 7 07
gold standard sentences m traming set 2, and an
average of 9 14 gold standard sentences 1n trammng
set 3 :



3.2 Heuristics

We: employed 6 different heurnistics 4 of the meth-
ods used by Kupiec et al {1995), viz cue phrase
method, location method, sentence length method
and thematic word method, and another well-known
method m the hterature, viz title method
1. Cue phrase method: The cue phrase method
seeks to filter out meta~discourse from subject mat-
ter We advocate the cue phrase method as our mamn
method because of the additional ‘rhetoncal’ context
these meta-lingwstic markers make availlable This
context of the extracted sentences — along with their
propositional content ~ can be used to generate more
flexable abstracts

We use a list of 1670 negative and positive cues
and 1ndicator phrases or formulaic expressions, 707
of which occur 1n our trainmg sets For smphcity
and efficiency, these cue phrases are fixed strings

Our cue phrase hst was manually created by a
cycle of mspection of extracted sentences, identafi-
cation of as yet unaccounted-for expressions, addi-
tion of these expressions to the cue phrase hst, and
possibly inclusion of overlooked abstract-worthy sen-
‘tences n the gold standard Cue phrases were man-
ually classified mto 5 classes, which we expected to
correspond to the hikelihood of a sentence containing
the given cue to be 1ncluded 1n the summary a score -
of —1 means ‘very unlkely’, 43 means ‘very likely
to be included m a summary’ 2 We found 1t useful
to asmist the decision process with corpus frequen-
cies  For each cue phrase, we compiled 1its relative
frequency m the gold standard sentences and 1n the
overall corpus If a cue phrase proved general (1e
1t had a high relative corpus frequency) and distinc-
tive {1e 1t had a high frequency within the gold
standard sentences), we gave it a lgh score, and
included other phrases that are syntactically and se-
mantically ssmular to 1t into the cue hist We scanned
the data and found the followmg tendencies

¢ Certain communicative verbs are typically used
to describe the overall goals, they occur fre-
quently m the gold-standard sentences (ar-
gue, propose, develop and attempt) Others
are predommantly used for describing com-
municative sub-goals (detailed steps and sub-
arguments) and should therefore be m a dof-
ferent equivalence class (prove, show and con-
clude) Within the class of commumcative
verbs, tense and mode seem to be relevant
for abstract-worthiness Verbs 1n past tense

2We experimented with larger and smaller numbers

of classes, but obtammed best results with the 5-way
distanction
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or present perfect (as used 1n the conclusion)
are more hkely to refer to global achieve- -
ments/goals, and thus to be included 1n the
summary In the body of the text, present and
future forms tend to be used to ntroduce sub-
tasks

e Genre specific nominal phrases like thss paper
are more distinctive when they oocur at the be-
gnmng of the sentence (as an approxtmation to
subject/topic position) than therr non-subject
counterparts

o Expliait summarisation markers like in sum,
concluding did occur frequently, but quite un-
expectedly almost always m combination with
communicative sub-tasks They were therefore
less useful at mgnalling abstract-worthy mate-
nal :

. Sentences 1n the source text are¢ matched aganst
expressions tn the hst Matching sentences are clas-
sified into the corresponding class, and sentences
not containing cue phrases are classified as ‘neniral’
(score 0) Sentences with competing cue phrases are
classified as members of the class with the higher
numernical score, unless one of the competing classes
13 negative

Sentences occurring directly after headimgs hke In-
troductson or Resulfs are valuable indicators of the
general subject arca of papers Even though one
rught argue that this property should be handled
within the location method, we perceive this infor-
mation as meta-hngmstic (and thus logically belong-
ing to the cue phrase method) Thus, scores for these
sentences recetve a prior score of +2 (‘likely to occur
1n a summary’)

In a later section, we show how this method per-
forms on unseen data of the same kind (viz texts in
the genre of computational hnguistics research pa-
pers of about ~6-8 pages long) Even though the
cue phrase method 18 well tuned to these data, we
are aware that the hst of phrases we collected might
not generahze to other genres Some kind of antoma-
tion seems desirable to assist a possible adaptation
2. Location method. Paragraphs at the start
and end of a document are more likely to contain
matenal that 15 useful for a summary, as papers are
orgamzed hierarchically Paragraphs are also orga-
nized hierarchically, with crucal information at the
beginning and the end of paragraphs Therefore,
sentences 1n document peripheral paragraphs should
be good candidates, and even more 50 if they occur
m the penphery of the paragraph



QOur algorithm assigns non-zero values only to sen-
tences which are i document peripheral sections,
sentences mn the middle of the document receive a
0 score The algonithm 19 sensitive to prototypi-
cal headings (Introduction), if such headmngs cannot
be found, 1t uses a fixed range of paragraphs (first
7 and last 3 paragraphs) Within these document
penipheral paragraphs, the values “Lf’ and *m’ (for
paragraph mmitial-or-final and paragraph medial sen-
tences, respectively} are assigned

3. Sentence Length method. All sentences un-
der a certain length (current threshold 15 tokens in-
cluding punctuation) recerve a 0 score, all sentences
above the threshold a 1 score

Kupiec et al mention this method as useful for
filtering out captions, titles and headmngs In our
experiment, this was not necessary as our format
encodes headings and titles as such, and captions are
removed As expected, it turns out that the sentence
length method 1s our least effective method

Indiv. | Cumul.
Method 1 (cue) - 552 b5 2
Method 2 (location) 321 653
Method 3 (length) 280 66 3
Method 4 (tf*idf) 171 665
Method 5 (title) 217 68 4
Baseline 280

Figure 2 Fust experiment Impact of mdividual
heunstics, tramng set 123, gold standards A4+B

Seen | Unseen
Cue Phrase Method 60 9 549
Heuristics Combination | 716 65 3
Baseline ' "201

- Figure 3 First Experiment Dhfference between

4. Thematic word method. This methed tries -

to identify key words that are charactenstic for
. the contents of the document - It concentrates on
non-stop-list words which occur frequently 1n the
document, but rarely mn the overall collection In
theory, sentences contaiming (clusters of) such the-
matic words should be charactenstic for the docu-
ment We use a standard term-frequency*inverse-
document-frequency (tf*1df)} method

100N

score(w) = fioe * log( Tatob

Jioc frequency of word w in document
fotev  number of documents contammg word w
N

number of documents in. collection

The 10 top-scormg words are chosen as the-
matic words, sentence scores are them computed
as a weighted count of thematic word m sentence,
meaned by sentence length The 40 top-rated sen-
tences get score 1, all others 0

5. Title method. Words occurring 1n the title
are good candidates for document specific concepts
The title method score of a sentence 1s the mean
frequency of tatle word occurrences (excluding stop-
list words) The 18 top-scoring sentences receive
the value 1, all other sentences 0 “We also exper-
imented with takmg words occurring 1n all headings
mto account (these words were scored according to
the tf*1df method) but received betier results for ti-
~ tle words only

unseen and seen data, trammng set 3, gold stan-
dards A+B

3.3 Results

Tramming and evaluation took place as in Kupiec et
al ’s experiment As a basehne we chose sentences
from the begmnmg of the source text, which ob-
tained a-recall and precision of 28 0% on trammng
set 123 Ths from-top baseline (which 1s also used
by Kuplec et al) .18 a more conservative baseline
than random order 1t 1s more difficult to beat, as
prototypical document structure places a high per-
centage of relevant information m the begizning

3.3.1 First experiment

Figure 2 summarizes the contnbution of the -
dividual methods 3 Usmg the cue phrase method
(method 1) 1s clearly the strongest single heums-
tic Note that the contribution of a method cannot

"be judged by the individual precision/recall for that

method For example, the sentence length method
(method 3) with a recall and precision over the base-
line contributes hardly anything to the end resul,
whereas the title method (method 5), which 1s be-
low the baseline if regarded mdividually, performs
much better 1n combination with methods 1 and 2
than method 3 does (67 3% for heunstics 1, 2 and
5, not to be seen from this table} The reason for

~ this 18 the relative 1ndependence of the methods If
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method 5 1dentifies a successful candidate, 1t 15 less
likely that this candidate has also been 1dentafied by
method 1 or 2 Method 4 (if*1df} decreased results
shightly 1n some of the experiments, but not 1 the

SAll figures mn tables are preciston percentages



comb | cue | base

TS 1 661|400 2086

| TS 2 622|645 249
TS 3 71616091 291
TS 123 684 1562 | 280

Figure 4 First experument Basehﬁe, best single
beurnistic and combination, gold standards A+B

experimenta with our final/largest traimng set 123
where 1t led to a (non-significant) increase

We also checked how much precision and recall
decrease for unseen data This decrease apphes only
to the cue phrase method, because the other heuns-
tics are fixed and would not change by seeing more
data After the manual mark-up of gold standard
sentences and additions to the cue phrase hst for
tramning set 3, we treated traming set 3 as if 1t was
unseen we used only those 1423 cue phrases for ex-
traction that were compiled from traming set 1 and
2 A comparison of this ‘unseen’ result to the end
result (Figure 3) shows that our cue phrase hst, even
though hand-crafied, 1s robust and general enongh
for our purposes, 1t generahzes reasonably well to
texts of a similar Jand '

Figure 4 shows mean precision and recall for our
different tramming sets for three different extraction
methods a combination of all 5 methods (‘comb ’),
the best single heunstic (‘cue’), and the baselne
(‘base’) We used both gold standards A+B These
results reconfirm the usefulness of Kupiec et al 's
method of heunstic combmation The method 1n-
creases precsion for the best method by around
20% It 1s worth ponting out that this method pro-
duces very short excerpts, with compressions as ngh
as 9-5%, and with a precision equal to the recall
Thus this 1s a different task from producing long ex-
cerpts, e g with a compression of 25%, as usually re-
ported m the hterature Using this compression, we
achieved a recall of 96 0% (gold standard A), 98 0%
(gold standard B) and 87 3% (gold standards A+B)
for training set 123 For comparison, Kupiec et al
report a 85% recall

3.3.2 Second experiment

. In order to see how the different gold standards
contribute to the results, we used only one gold stan-
dard (A or B) at a tume for tramng and for extrac-
tion Figure 5 summarizes the results

Looking at Gold standard A, we see that traimng
set 1 15 the only trainmg set which obtamns a recall
that 15 comparable to Kupiec et al 's Incidentally,
traming set 1 18 also the only traming seb that 1s
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Evaluaiion strate .

Gold standard A (yold stan
'FS | comb | cue | base || comb | cue | base
1369275 | 21 453 (304 | 108
2 250 | 184 92 §38 | 479 ] 203
3 271|135 | "13s 643 {544 257
123 316 | 232 163 572|467 | 204

Figure 5 Second experiment Impact of type of gold
standard ‘

comparable to Kupiec et al ’s data with respect to
alignability The bad performance of trainmng set 2
and 3 under evaluation with gold standard A 1s not--
surprising, as there are too few ahgned gold standard”
sentences to tramn on 50% of the documents 1n these

- traimng sets contain no or only one aligned sentence

N pfec:sxonlmcall

Geld siandards A+B

T0%

60%] Gold standard B
50%1
40% ]
- /

0%.1 Gald stondard A compression
01 002 003 004 005

Figure 6 Second expernment Impact of type of gold
standard on precision and recall, as a function of
compression '

Overall, performance geems to correspond to the
ratio of gold standard sentences to source text sen-
tences, 1e the compression of the task4 The de-
pendency between precision/recall and compression
18 depicied m Figore 6 Talang both gold sian-
dards mto account 1ncreases performance consider-
ably compared to erther of the gold standards alore,
because of the lower compression As we don’t have
trammg sets with exactly the same number of gold
standard A and B sentences, we cannot directly com-
pare the performance, but the graph 18 suggestive of
a smmilar behaviour of both gold standards The re-
sults for training set 123 fall between the results of
the individual traming sets (symbohzed by the large
data pomnts) ,

4The difference 1n performance between tramng sets
n the first expermment 1s thus probably manly at-
tnbutable to differences i compresson between the

" trauung eets



: Extraction
TS 1 2 3 123
1{661]6121697|663
Training | 2 [668 | 622635 660
36561620716 661
1231664 | 6291708 ]| 684

Figure 7 Third experiment Impact of fraining ma-
terial on precision and recall, gold standards A+B

From this second expenment we conclude that for
our task, there 15 no difference between gold stan-
dard A and B The crucial factor that precisior and
recall depends on 13 the compression of the fask

3.3.3 Thn'd experiment

In order to evaluate the impact of the training
material on precision and recall, we computed each
possible pair of traxmng and evaluation materal (cf
figure 7)

In this experiment, all documents of the tran-
ing set are used to tramn the model, this medel 13
then evaluated aganst each document 1n the test
set, and the mean precision and recall 18 reported
Importantly, in this expermment none of the other
documents 1n the test set 13 used for tramnmg

These experiments show a surpnising umformty

 engineermg This makes our texts more difficult to

within test sets overall extraction results for each .

trainng set are very stmilar Trammng on different
data does not change the statistical model much In
most cases, extraction for each traimng set worked
best when the model was trained on the training set
1tself, rather than on more data Thus, the difference
in results between individual training sets 13 nof an
effect of data sparseness at the level of heunstics
combination

We conclude from this third expenment that 1m-
provement 1n the overall results can prmanly be
achieved by mmproving single heuristics, and not by
providing rmore training data for our simple statisti-
cal model

4 Discussion

extract from

The major difference, however, 18 tha.t. We hse sum-
maries which are not written by trained abstractors,
but by the authors themselves In only around 20%
of documents m our origanal corpus, sentence selec-
tion had been used as a method for summary gen-
eration, whereas professional abstractors rely more
heavily and systematically on sentences 1n the source
text when creating their abstracts

Using ahigned sentences as gold-standard has two
main advantages Furst, 1t makes the defimition of
the gold standard less labour mtensive Second, it
provides a higher degree of objectivity It i1s a much
sumpler task for a humao judge to decide if two sen-
tences convey the same propositional content, than
to decide If a sentence 15 quahified for mcluswn I a
summary or not

However, using a.hgnment a3 the sole definition for
gold standard mmplies that a sentence 1s anly a good
extraction candidate if its equivalent occurs m the
sumInary, an assumption we believe to be too restric-
tive Document sentences other than the ahgned -
ones mght have been stmilar in quality to the chosen
sentences, but will be trained on as a negative exam-
ple with Kupiec et al ’s method Kupiec et al also
recognize that there 18 not only one aptimal excerpt,
and mention Rath et al ’s (1961) research which 1m-
phes that the agreement between human judges 15
rather low We argue that 1t makes sense to comple-
ment ahgned sentences with manually determined
supplementary candidates This 18 not solely mot-
vated by the data we work with but also by the fact
that we envisage a different task than Kupiec et al

- (who use the excerpts as indicative abstracts) We

Comparing our experiment to Kupiec et al ’s the

most obvious difference 15 the dufference in data

* Qur texts are likely to be more heterogeneous,
commng from areas of computational linguistics with
_different methodologies and thus having an argu-
mentative, experimental, or mplementational orien-
tation Also, as they are not journal articles, they
are not heavily edited There 18 also less of a pro-
totypical article structure 1n computational hngs-
tics than n expenimental disciphnes hike chermical
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see the extraction of aget of sentences as an interme-
diate step towards the eventual generation of more
flexable and cohérent abstracts of vanable length
For this task, a whole range of sentences other than
Just the summary sentences might quahfy as good
candidates for further processing ¥ One important
subgoal 15 the reconstruction of approximated docu-
ment structure (¢f rhetorical structure, as defined m
RST (Mann et al, 1992)) One of the reasons why
we concentrated on cue phrases was that we beheve
that cue phrases are an obvious and easily accessible
source of rhetorical information

Another mmportant question was If there were
other properties following from the mamn difference
between our trammng sets, ahgnabibity Are docu-
ments with a high degree of ahgnabihity mnherently

$This 18 mirrored by the fact that i our gold stan-
dards, the number of human-selected sentence candi-
dates ontweighed ahgned sentences by far



more suitable for abstraction by our algonthm? It
mght be suspected that alignability 1s correlated
with a better mnternal structure of the papers, but
our experiments suggest that, for the purpose of sen-
tence extraction, this 15 either not the case or not
relevant Our results show that our traiping sets 1,
2 and 3 behave very sumilarly under evaluation tak-
mg aligned gold standards or human-selected gold
standards mnto account The only defimte factor m-
fluencing the results was the compression rate With
respect to the quality of abstracts, this imphes that
the strategy which authors use for summary gen-
eration — be 1t sentence selection or complete re-
generation of the summary from semantic represen-
tation - 18 a matter of authoral choice and not an
mdicator of style, text quality, or any aspect that
our extraction program 1s particularly sensitive to
This means that Kuprec et al ’s method of classifi-
catory sentence selection 18 not restricted to texts
which have mgh-quality summaries created by hu-
man abstractors We claim that adding human-
selected gold standards will be useful for generation
of more flexsble and coherent abstracts, than train-
g on just a fixed number of author-provided sum-
mary sentences would allow :

5 Conclusions

We have rephicated Kuptec et al ’s experiment for
automatic sentence extraction using several inde-
pendent heurstics and supervised learming The
summaries for our documents were not wntten by
professional abstractors, but by the authors them-
selves As a result, our data demonstrated consid-
erably lower overlap between sentences 1n the sum-
mary and sentences 1n the mam text We used an
alternative evaluation that mixed aligned sentences
with other good candidates for extraction, as iden-
tified by a human judge

We obtained a 68 4% recall and precision on our
text matenal, compared to a 28 0% baseline and a
best mndividual method of 55 2% Combrmng 1ndi-
vidually weaker methods results 1 an increase of
around 20% of the best method, 1n line with Kupiec
et al ’s results This shows the usefulness. of Ku-
prec et al 's methodology for a dafferent type of data
and evaluation strategy We found that there was

no difference 1n performance between our evaluation .

strategies (alignment or human judgement), apart
from external constraints on the task ke the com-
pression rate We also show that increased training
did not sigmficantly improve the sentence extraction
results, and conclude that there 18 more room for 1m-
provement 1n the extraction methods themselves

~ With respect to our ultimate goal of generating of
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higher quality abstracts (more coherent, more flex-
ible vaniable-length abstracts), we argue that the -
use of human-selected extraction candidates 18 ad-
vantageous to the task Our favounite heurstic -
cludes meta-linguistic cue phrases, because they can
be used to detect rhetorical structure 1n the docu-
ment, and because they provide a rhetorical context
for each extracted sentence 1n addition to its propo-
sitional content
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