Salience-based Content Characterisation of Text Documents

Branimir Boguraev
Apple Research Laboratories
Apple Computer, Inc
bkbéresearch apple.com

Abstract

Tradihonally, the document summansation task
has been tackled esther as a natural language pro-
cessing problem, with an instanbiated meaming
template being rendered into coherent prose, or
as a passage éxiraction problem, where certain
_fragments {typically sentences) of the source doc-
ument are deemed to be hughly representative of
1ts content, and thus delivered as mearungful “ap-
proxamations” of it Balanang the confliching re-
quurements of depth and accuracy of a summary,
on the one hand, and document and domam n-
dependence, on the other, has proven a very hard
problem Thus paper describes a novel approach
to content characterisation of text documents Itis
domain- and genre-independent, by virtue of not
requimng an in-depth analysis of the full mean-
mg At the same time, 1t remamns closer to the
core mearung by choosmg a different granulanty
of 1ts representabons (phrasal expressions rather
than sentences or paragraphs), by explotting a no-
tion of discourse conhguity and coherence for the
purpases of uniform coverage and context main-
tenance, and by uhlising a strong lmgwishe notion
of sahience, as a more appropnate and representa-
tive measure of a document’s “aboutness”

1 Capsule overviews

The majority of techruques for “summansation”, as ap-
plied to average-length documents, fall within two broad
categories those that rely on template instanbation and
those that rely on passage extraction

Work 1 the former framework traces its roots to
some pioneering research by DeJong [7]-and Tait [29],
more recently, the DARPA-sponsored TIPSTER programme
([2])---and, in particular, the message understanding con-
ferences (MUC eg [6} and [1])—have provided fertile
ground for such work, by plaang the emphasis of doc-
ument analysis to the identification and extraction of cer-
tain core enhties and facts in a document, which are
“packaged” together in a template There are shared mtu-
ithons among researchers that generation of smooth prose
from thus template would yield a summary of the decu-
ment's core content, recent work, most notably by McK-
eown and colleagues (cf [21]), focuses on making these
intuiktens more concrete

Whle providing a rich context for research in genera-
tion, this framework requires an analysss front end capa-

Christopher Kennedy
Department of Linguistics
Unuversity of California Santa Cruz
kemnedy@ling ucsc.edu

ble of nstantiabing a template to a sustable level of detail

Grven the current state of the art in text analysis 1n gen-
eral, and of semantic and discourse processing in particu-
lar (Sparck Jones, [27] and [28], discusses the depth of un-
derstanding required for constructing true summaries),
work on template-dnven, knowledge-based summansa-

_ tion to date 1s hardly domain- or genre-independent

The alternative framework largely escapes this con-
stramnt, by viewing the task as one of identfying cer-
tain passages (typtcally sentences) whuch, by some met-
ric, are deemed fo be the most representative of the doc-
ument’s content The techruque dates back at least to the
50's (Luhn, [17]), but 1t 15 relatively recently that these
1deas have been filtered through research with strongly
pragmatic constraints, for mstance what kinds of docu- -
ments are ophmally suited for being “abstracted” m such
away {e g Preston and Willilams [23], Rau et al [25]), how
to derve more representative scorng functions (e g for
complex documents, such as mulh-topic ones, Salton et
al [26], or where traiming from professionally prepared

- abstracts 15 possible, Kupiec et al [15]), what heuristics

might be developed for unproving readability and co-
herence of “narratives” made up of discontiguous source

. document chunks, Paice ([22]), or with optimal presen-

tations of such passage extracts, aumed at retaining some
sense of larger and /or global context (Mahesh [18])

. The cost of avording the requirement for a language-
aware front end 15 the complete lack of intelhgence—or
even context-awareness—at the back end the vahdity,
and utility, of sentence- or paragraph-sized extracts as
representations for the document content 15 still an open
question (Rau [24]), especally with the recent wave of
commeraal products announcing bwilt-m “summarisa-
tion” (by extraction) features (Caruso {4]) ?

In thus work, we take an approach which mght be
construed as strving for the best of both worlds We

" use hnguistically-intensive techmques {o idenhfy haghly

sahient phrasal unuts acoss the entire span of the docu-
ment, capable of functioming as topic stamps  The set of
topic stamps, presented in ways which both retain local
and reflect global context, 1s what we call salience-based
content characterisation, or a capsule overmiew, of the docu-
ment

A capsule overview 15 not a summary, wn that it does
not attempt to convey document content as a sequence
of sentences It 1s, however, a semi-formal (normahsed)
representation of the document, derived after a process

1Also athttp //www nytimes com/library/cyber/digicom/012797daigicom heml



of data reduction over the onginal text Indeed, by adopt-
ing finer granularity of representation (below that of sen-
tence), we consaously trade in “readability” (or narrative
coherence) for tracking of detail 2 In particular, we seek
to charactense a document's content 1n a way which s
representative of the full flow of the narrative this s in
contrast to passage extrachion methods, which typically
highhght only certain fragments (an unavoidable conse-
quence of the compromises necessary when the passages
are sentence-sized)

A capsule overview 1s not a fully instantiated mean-
ing template erther A primary consideration 1n our work
15 that content charactensation methods apply to any doc-
ument source or type This emphasis on domatn nde-
pendence translates into a processing model which stops
short of a fully instantzated semantic representation Sim-
1larly, the requirement for efficient, and scalable, technology
necessitates operating from a shallow syntactic base, thus
our procedures are designed to circumvent the need for a
comprehensive parsing engine Not having to rely upon
the parsing components typically seeking to deliver in-
depth, full, syntachc analysis of text, makes 1t possible to
generate capsule summaries for a vanety of documents,
up to and including real data from unfamiliar domains or
novel genres ‘

Por us, a capsule overview 15 mstead a coherently pre-
sented hst of those linguistic expressions whch refer to
the most promunent objects mentioned i the discourse-~
its fopic stamps—and provide further specification of the
relational contexts m whuch they appear The mtuihons
underlying our approach can be illustrated wath the fol-
lowing news article

PRIEST IS CHARGED WITH POPE ATTACK

A Spanish Priest was charged here today wath attempting
to murder the Pope Juan Fernandez Krohn, aged 32, was ar-
rested after a man armed with @ bayonet approached the Pope
whule he was saying prayers at Fatima on Wednesday aght -

According to the pohice, Fernandez told the inveshgators
today that ke trained for the past s;x months for the assault
He was alleged to have claumed the Pope "looked furious’ on
hearing the preest’s cnhasm of hus handhing of the church’s
affawrs If found gulty, the Spamard faces a prison sentence of
15-20 years

There are a number of reasons why the htle, ‘Preest Is
Charged with Pope Atiack’, 15 a hughly representative ab-
straction of the core content of the article It encapsulates
the essence of what the story 1s about there are two ac-

tors, identified by their most promment characteristics,

one of them has been attacked by the other, the perpe-
trater has been charged, there 15 an implication of mal-
ice to the act The title brings the complete set of salient
facts together, 1n a thoughtfully composed statement, de-
signed to be brief yet informative Whether a present day
natural language analysis program can denve—wnthout
bemng primed of a domain and genre—the information

required to generate such a summary 15 arguable (This
15 assumung, of course, that generation techriques could, -

m their own nght, do the planning and dehvery of such

_ a conase and information-packed message) However,

part of the task of delivermg accurate content characteri-
sation 15 being able to 1dentify the components of this ab-
straction (e g, ‘priest’, ‘pope’, ‘attack’, ‘charged with’) Itis
from these components that, eventually, a message tem-
plate would begin to be constructed '
It 1s also precsely these components, viewed as
phrasal units with certain discourse properhes, that a
capsule overview should locate and present as a charac-
terisation of the content of a text document Qur strat-
egy 15 to mune a document for the most salient—and
by hypothesis, the most representative—phrasal units,
as well as the relabional expressions they are associated
with, with the goal of establishing the land of ¢ore con-

tent specification that 15 capturgd by the htle of this ex-

ample .

The remainder of this paper 15 orgamsed as follows
Given the importance we assign to phrasal identifica-
tion, we outhnre m Section 2 the starting pomnt for this
work research on terminology 1dentification and extend-
mg this to non-technical demams In parhcular, we fo-

- cus on the problems that base-hne termmology 1dentifs-

cation encounters when appled to open-ended range of -
text documents, and qutline a set of extensions tequired
for adaphng 1t to the goal of core content 1dentification
Essentially, these boil down to formalising and imple-
menting an operational notion of salience which can be
used to impose an ordenng on phrasal unts according to
the topical prominence of the objects they refer to, this 13
discussed in Section 3 Sechion 4 1llustrates the processes
involved m topic identification and construction of cap-
sule overviews by example We close by positiorung this
work within the space of summansation techrques

2 - Phrasal identification for con-
tent characterisati_on

The identification and extrachion of techrucal terminology
18, arguably, one of the better understood and most ro-
bust NLP technologies within the current state of the art
of phrasal analysis What s particularly interesting for us
15 the fact that the hnguistic properhes of technical terms
lead to the defirstion of computahonal procedures, capa-
ble of term 1dentification across a wide range of techucal
prose, while mamtaimimg their quahity regardless of doc-
ument domam and type Since topic stamps are essen-
tially phrasal uruts with certan discourse properties—
they marufest a lugh degree of salience within contigu-
ous discourse segments-—we define the task of content
characterisation as one of 1den phrasal units with
lexaco-syntactic properhies sumular to those of technical

2A list of topic stamps 15, by itself, not a coherent summary, however, by employing appropnately designed presentaton

metapho;

overall, to retam contextual cues assomated with topic stamps m context—our topic stamps are more content-

TS—AImINg,
ful than just a bst of (noun or verb) phrases Thss paper focuses on the linguistic processes underlyng the automatic identification
and extraction of topic stamps and thewr orgarusation withun capsule overviews The issues of the right presentation metaphor and
operational environment(s) for use of topic stamps-based capsule overview are subject of a different discussion

3 Adapted from an example of S Nurenburg
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terms and with discourse properties which sigrufy th;alr
status as “most prominent” In Sechon 3, we show how

these discourse properties are computable as a funchon

of the grammatcal distribution of the phrase Below
we discuss the potential of termunology identification for
content characterisation

21 Technical terminology: strengths
and limitations

. One of the best defined procedures for of technical termru-
nology 1dentification 1s that developed by Justeson and
Katz [10), who focus on multi-word noun phrases oc-
curnng 1n continuous texts A study of the hinguistic
properties of these constituents—preferred phrase struc-
tures, behaviour towards lexicalisation, contraction pat-
terns, and certain discourse propertkes—leads to the for-
mulation of a fobust and domain-independent algonthm
for term 1dentification Justeson and Katz's TERMS algo-
rithm accomphishes lugh levels of coverage, 1t can be 1m-
plemented withun a range of underlying NLP techrolo-
gies (e g morphologically enhanced lexiecal lock-up [10],
part-of-speech tagging [5], or syntactic parsmng [20]), and
1t has strong cross-linguistic application (see, for instance,
[3]) Mostimportantly for our purposes, the algorithm 1s
particularly useful for generating a “first cut” towards a
broad characterisation of the content of the document

Conventional uses of techrucal terminology are most
commonly identfied with text indexing, computational
lexicology, and machine-assisted translation Less com-
mon 15 the use of technical terms as a representahon of
the topical content of a document This 15 to a large ex-
tent an artifact of the accepted view—at least in informa-
tion retrieval context—shpulating that terms of mterest
are the ones that disttnguish documents from each other,
almost by defirttion, these are not the terms whuch are
representative of the “aboutness” of a document

Stil, 1s 18 clear that a program hke TERMS 15 a good
starting pomnt for distilhng representative lists For ex-

ample, [10, appendix] presents several term sets ‘stochas- .

t1e neural net’, "jomnk distribution’, “feature vector”, ‘covanance
matny’, ‘trasmng algonthm’, and so forth, accurately char-
actense a document as belonging to the stabistical pattern
classification doman, ‘word sense’, ‘lextcal knowledge’, “lex-
1cal ambiguity resolution’, ‘word meaning’, ‘semaniic wnterpre-
tation’, “syntactic realization’, and so forth assign, equally
reliably, a document to the lexical semantics domam

Such hsts are representative, unfortunately, they can
easily become overwhelming Conventonally, volume
18 controlled by promoting terms with lugher frequen-
cies Thus, however, 13 a very weak metric for our pur-
poses, 1t also does not scale down well for texts which are
smaller than typical mstances of techrucal prose or scien-
tific articles—such as news stories, press releases, or web
pages The notion of techrical term needs appropnate ex-
tensions, sa that 1t apphies not just to scientific prose, but
to an open-ended set of document types and genres Be-
Jow we address this 1ssue by discussing how a basic term
set can be enniched 1n arder to convey a more refined pic-
ture of content ‘

2.2 Extended phrasal analysis
As noted above, without the closed nature of the techm-

. cal domains and documentation, 1t 1s not clear what use

can be made of {erm sets denved from arbitrary texts
Certainly we cannot even talk of “technical terms” in the
narrower sense assumed by the TERMS algonthm The
queshon is whether similar phrase 1dentification tech-
nology generates phrase sets which can be construed
as broadly characterishic of the topical content of a doc-
ument, i the same way 1n which a term set can be
viewed as charactenstic of the domamn to whch tech-
rucal prose belongs In other words, the question con-
cerng the wider applicabibity of linguistic processing tar-
geted at term 1dentfication, relation extraction, and ob-
ject cross-classification  Can a set of phrases denved m
this way provide a representational base which enables
rapid, compact, and accurate appreciation of the mforma-
tion contamned 1n an atbitranly chosen document? Three
problems arnse when “vanilia” term sets are considered
as the bass for a content characterisabion tagk

Undergeneration For a set of phrases to be truly rep-
resentative of document content, 1t must provide an ex-
haustive description of the entities discussed m the docu-
ment That 15, 1t ought to contam not just those expres-

- s10ns whuch sahsfy the stnct phrasal defimition of “tech-

mcal term”, but rather every expression which mentions
a particapant in the events descrnibed in the text Phrasal
analysis must therefore be extended to include pronouns
and reduced descriphons, i addibon to the more com-
plex nomunals which correspond to true techrcal terms

Overgeneration Relaxation of the canomcal phrasal def-
mtion of techmcal term leads to information overload
When appled to a document without regard to domaimn
or genre, a system whach extracts phrases on the basis of
relaxed canonical termmology constramnts will typically
generate a term set far larger than a user can absorb with-
out cogmtive overhead At the same time, the set may
contain several distinct phrasal unuts which refer to the
same ciscourse object Without some means of resolving
anaphonc relahons, these crucial connections will be lost

_ Differentiabion Fmally, whule a hst of terms may be top-

1cal for the particular source document in which they oc-
cur, other documents within the same domamn are hkely
to yreld similar, overlapping sets of terms Unaccept-
ably, this might result in two documents contaiung the
same ot stular terms being classified as “about the same
thung”, when in fact they might focus on completely dif-
ferent subtopics within the general domam they share

Although we approach these problems m shghtly dif-
ferent ways, the solutions are interconnected, and 1t 1s
therr interaction that 15 crucial to the denvation of cap-
sule overviews from extended phrasal analyses The ex-
act mechamsms involved m the processing are described
m more detal in Section 3, here we outiine the modifi-
cations and extensions to tradiional term identification
technology which address the above problems

Farst, undergeneration 1s resolved by mmplementing
a suitable generalisabon—and relaxaton—of the notion
of a term, so that identification and extraction of phrasal

_ units involves a procedure essenhally hke TERMS [10],



- but which results m an exfended phrase set, contaimng
an exhaushve hsting of the objects mentioned 1n the text
Second, overgeneration 1s resolved through reduction of
the extended phrase set m two ways The extended
phrase set 15 transformed, through the application of an
anaphora resolution pracedure (See Section 3 below, and
Kennedy and Boguraev [13], [14]), into a set of expres-
sions which umiguely \dentify the objects referred to in the
text (hereafter a referent set)

However, the data reduchon ansing from dishlhing
the extended phrase set down to a smaller referent set
15 still not enough In order to elmmate cognitive over-
load for the user, the referent set must be further reduced
to a small, coherent, and easily absorbed listing of just
those expressions whuich identify the most important ob-
jects 1n the text An inhwitive and strarghtforward means
of accomplishing this mvolves ranking the members of
the referent set according to a measure of the promnence,
or importance, m the text of the objects they referto Such
a rankmg not only provides the basis for identifymg topic
stamps, 1t also solves the thurd problem above, that of
differentation  Although two related documents may in-
stantiate the same term sets, if the documents are con-
cerned with different topics, then the relative importance
of the terms 1n the two documents will differ as a func-
tion of differences in use and grammatical distribubion
The underlymg intwition 15 that term sets can be dufferen-
tiated 1n two ways lexically, by virtue of containing caf-
ferent terms, or hierarchucaily, by virtue of the ordering of
therr members Ordered term sets, m the latter case, pro-
vide distinct characterisations of documents, even if the
overall lexical make-up of the term sets 15 sumilar Givena
formahsed notion of “importance”, we can generate a co-
herent set of topic stamps from an undifferentiated refer-
ent set, while overcoming the lack of coherence mherent
1n unardered term sets

The challenge, then, 1s to define a suitable selection
procedure, operating over a larger set of phrasal units
than that generated by a typical term 1dentificabion algo-
nithm (including not only all terms, but term-like phrases,
as well as their variants, reduced forms, and anaphonc
references}, making informed choices about the degree to
which each phrase 1s representative of the text as a whole,
and presenting 1ts output i a form which retains contex-
tual mformation for each phrase The key to normahsing
the content of a document to a small set of distingurshed,
and discrominating, phrasal units 1s being able to estab-
bsh a contamment hierarchy of phrases (which would
eventually be exploited for capsule overview presenta-
tion at different levels-of granulanty), and being able to
make refined judgements concerning the degree of rele-
vance of each unit, wathin 1ts own (local) discourse seg-
ment In other words, we need to be able to filter a term
set i such a way that those expressions which are most
representative of the content of the document are selected
as topic stamps The next sechon describes the process
of construching exactly this type of “importance-based”
ranking by butlding on and extending a crucial feature of
the anaphora resolution procedure used to generate the
reference set sahence

3 Salience-based content charac-
terisation .

Sahence 15 a measure of the relative prommence of ob-
Jects an discourse objects with lugh sahience are the focus
of attention, those with low sahence are at the penph-
ery In an effort to resolve the problems facing a term-
based approach to content charactensation, we have de-
veloped a procedure which uses a salience feature as the
basis for the type of “ranking by importance” of referents
discussed above, and ultimately for topic stamp identifi-
cation By determumng the salience of the members of a
referent set, an ordering can. be imposed wiuch, 1n con-
nechon with an appropnate choice of threshold value,
provides the basis for a reduction of the entire term set
to only those terms which 1dentify the most prominent
partapants in the discourse Thus reduced set of terms,
in combination with relational mformation of the sort dis-
cussed 1n the previcus sechion and folded ito an appro-
priate presentabion metaphor, may then be presented as a

.charactenisation of a document’s content Crucially, this

analysis satisfies the requirements mentioned above 1t 1s
consise, 1t 15 coherent, and 1t does not mtroduce the cog-
rutive overload associated with a full-scale term analysis

Ths strategy for scaling up the phrasal analysis pro-
vided by standard term 1dentification technology has at
its core the ubiisation of a crunal feature of discourse
structure the promanence, over some segment of text, of
particular referents—something that 1s missing from the
traditional technology for ‘bare” terrnology 1dentifica-
tion Below we descnibe the core details of our technol-
ogy First, we explain more concretely what we mean by
“segment of text”, why segments are important, and how
they are determined Second, we present a method for
determuning salience which, when appled to arbitrary
sets of phrasal units, generates an ordering that accu-
rately represents the relative prominence of the objects re-
ferred to ina document We alsc descnibe what limgstic
informaticn, available through scalable and robust iden-
tfication technologies, can be leveraged to inform such
a notion of salience Fnally, we give an overview of a
lingwstic processing environment which, whle carrying
out these tasks, remamns open-ended with respect to the
language, domain, style and genre of the texts we want
to be able to handle

3.1 Discourse segmentation

The example n Section 11llustrates the importance of dis-
course segmentation As it happens, the hitle m thus case
works as an overview of the content of the passage be-
cause the text itself 15 fairly short As a text increases
in length, the “completeness” of a short description as
a charactenisahon of content detenorates If the mten-
tion 15 to use conaise desetiptions consistmg, of one or
two topical phrases (topic stamps) plus modificational
and relational informanton as the primary information-
bearing uruts for capsule overview, then 1t follows that
texts longer than {roughly) one to three paragraphs must
be broken down mnto smaller uruts or segments



The approach to segmentation we adopt implements
a stlanity-based algorithm along the hines of the one de-
veloped by Hearst [8], which i1dentifies topically coherent
sections of text usmg a lexteal simifanty measure In the
final presentation of results, each segment 15 assocated
- with a conase, phrasal-based description of 1its content
without loss of accuracy The set of such descriptions,
ordered according to linear sequencing of the segments
in the text, may then be used as the basis for a capsule

overview The problem of content charactensation of a

large text, then, 1s reduced to the problem of finding topic
stamps for each segment mn the document

3.2 Local salience

As noted in Section 2 2, the set of expressions generated
by extended phrasal analysis typically contains a humber
of anaphoric expressions—pronouns, reduced descnip-
tions, etc —which must be resolved Our anaphora res-
olution algonthm 15 based on a procedure developed
by Lappin and Leass [16], and 15 described in detail
i Kennedy and Boguraev [13], [14], m essence, it de-
velops an adaptation for derving rehable interpretation
" from considerably shallower hngmstic analysis of the in-
put We make the simphfying assumpton that every
phrase 1dentified by extended phrasal analysis consti-
tutes a “mention” of a parbcipant in-the discourse (see
Mam and Macmillan [19] for discussion of the notion
of “mentton” 1n the context of proper names interpreta-
tion ) Coreference 15 represented by equivalence classes
of nominals, where each equivalence class corresponds to
a uruque referent in the ciscourse The set of such equiva-
lence classes constitutes the referent set discussed above

However, anaphora resolution i1s important not only
for reducing the extended phrase set, it also plays a cru-
cal role m the identification of topic stamps The rea-
son this 1s s0 15 that 1t 18 based on a strict definthion of
the notion of sahence Roughly speaking, an antecedent
for an anaphone expressionis located by first eliminating
* all mmpossible candidate antecedents, then ranking the
remamning candidates according. to a'local salience mea-
sure, and selecting the most salient candidate as the an-
‘tecedent Local salience 1s a function of how a candi-
date satisfies a set of grammatcal, syntachc, and con-
textual parameters Following Lappin and Leass, we re-
fer to these constraints as “salience factors” Individual
“ salience factors are associated with numerical values, as
follows *

SENT 100 .ff the expression 13 m the current sentence

CNTX 50 iff the expression is i the current discourse segmerit
SUB] 80 1ff the expression 1s a subject

EXST 701ff the expression 15 in an existential construchon
POS5 65 1ff the expression 1s a possessive

ACC  501ff the expression 1s a direct object

DAT 401ff the expression 15 an mdrrect object

OBLQ 30 1ff the expression 1s the complement of a preposition
HEAD 80 of the expression 1s not contamned in another phrase
ARG 501if the expression s not contamned in an adjunct

The locat sahence of a candidate 1s the sum of the values
of the sahence factors that are sahsfied by some member
of the equivalence class to which the candidate belongs
{note that values may be satisfied at most once by each
member of the class)

One important aspect of these numencal vatues s
that they impose a relational structure among the salience
factors, crucially, as observed by Lappin and Leass, such
a structure reflects the relative ranking of the factors This
15 jushfied both hnguistically, as a consequence of the
role played by the functional hierarchy m determirung
anaphoric relations (see eg Keenan and Comne [12]),
as well as by expennmental results (see Lappin and Leass
[16], Kennedy and Boguraev [13], [14] for discussion)

Animportant feature of local salience 1s that 1t 1s van-
able the salience of a referent decreases and increases ac-
cording to the frequency with which new members are
added to the equivalence class to which it belongs When
an anaphoric link 1s established, the anaphor'1s added
to the equivalence class to which its antecedent belongs,
and the salience of the class 1s boosted accordingly If a
referent ceases to be mentioned n the text, however, its
lacal sahence 15 mcrementally decreased

3.3 Discourse salience

Consider again the news article discussed m Section1 In-
twitively, the reason why ‘priest’ 1s at the focus of the title
1s that there are no less than eght references to the same
actor 1n the body of the story (these are marked by ital-
1asing them in the example), moreover, these references
occur i prommnent syntactic positions five are subjects
of mam clauses, two are subjects of embedded clauses,
and one1s a possessor Simuilarly, the reason why ‘Pope’ 15
the secondary object of the title 15 that he 15 also recenves
multiple mentions {five), but these references tend to oc-
cur in less prominent positions (two are direct objects)

In order to generate such a broad picture of the
prominence of referents across a discourse, we maintain
a measure of the sahence of referents both in the text as
a whole, and in the discourse segments m which they
occur Thus 18 accomphshed through an elaboration of
the Jocal salience computation described above, which
interprets the same conditions with respect to a non-
decreasing discourse salience value .

Local sabence, because of its variabihty, provides a
realistic representation of the antecedent space for an
anaphor In contrast, discourse salience reflects the dis-
tributional properties of a referent as the text story un-
folds This non-decreasing sahence measure underlies
a detatled representation of discourse structure which,
when overlayed onto the results of discourse segmenta-
tion, gives a coherent representation of the topical promu-
nence of particular referents in specific segments of text
Speafically, 1t becomes the basis for exactly the type of
importance-based ranking of referents discussed mn Sec-
tion 22 Usmng this ordering, we define the topic stamps.
for a segment S to be the n lughest ranked referents in S
{where n 15 a scalable value) '

; 40ur salience factors murror those used by Lappin and Leass, with the excephon of POSS, which 15 senstive ko possessive expres-
stons, and CNTX, whach 15 sensitive to the discourse segment in which a candidate appears :



4 Example

The operational components to content characterisation

descnbed here fall i the following categories discourse -

segmentation, phrasal analysis (of nominal expressions
and relations), anaphora resolution and generation of the
referent set, calculation of discourse sabence and ranking
of referents by segment, 1denhficahon of topic stamps,
and enriching topic stamps with relational context(s)
Some of the functionality follows directly from termi-
nology 1denhfication, m particular, both relation 1den-
tificabon and extended phrasal analysis are carred out
by runrung a phrasal grammar over a stream of text to-
kens tagged for morphological, syntachc, and graminat-
ical function, this 15 n addibon to a grammar mining
for terms and, generally, referents {Base level hngwstic
analysis 1s provided by the LINGSOFT supertagger, [11] }
The later, more semantically-intensive algonthms are de-
scribed m some detaid in [13] and [14]

We 1llustrate the procedure by lughlighting certain as-
pects of a capsule overview of a recent Forbes article ({9])
The document 15 of medium-to-large s1ze (approximately
four pages i print), and focuses on the strategy of Giibert
Amelio (Apple Computer’s CEO) concerning a new op-
erating system for the Macintosh Too long to quote here
m full, the following passage from the beginning of the
article contamns the first, second and third segments, as
dentified by the discourse segmentation component de-
scnibed tn Sechion 3 1 (cf [8]), in the example below, seg-
ment boundaries are marked by extra vertical space)

ONEDA! weryﬂ\mgBNGnmhmwldywuptorww whetherits Win-
dows 95 or Wind Gubezt Ameha, the
bess at Apple Comp G-tesxs Inerable at that point  And we want to
make sure weze ready to come forward with a supenor answer *

Bill Gates vulnerable? Apple would swoop mn and take Microsoft's custom-
ers” Ridiculous' Impossible' In the last fiscal year Apple lost $816 mulhion,
Micrasoft made $2 2 ot Microsoft has a market value thurty umes that of

Outlanchish and grandisse as Amelio 5 1dea scunds, t makes sense for Ap-
ple to thark in such big, bold terms  Apple s 1n a posiion where standing pat
almost certanly means slow death

It's abut like a patient wath a | disease deadmg to take &
dwlummunuswdbulpmnusn;mwdmg Ahuldshalzgylslhel:as:
nasky sirategy  As things stand, and p
alike are deserting the company Apple need: d
them to stay aboard Axadmlmdwmdhdukmpmmpummgmdﬂh:
tnck If they thunk the redesign has ment, they may feel compelled to get an
the bandwagon lest it leave thern behund

Lnud“xb,'bntymmtmhm&oofhchng vision Today’s desk~
top mach hesaysm ll-equipp !nhandlzlhzcummgpmverofﬂ'n
I T ch must date nvers of data, }i
mdmulhbskmg(juggjmmeralush sumultanecusly} © -

We‘re past the peint of upgrading, he says  Time to scrap your cperabng
sysman.dslaﬂuver Thenperahngsyshmuthesoﬂwmﬂulmlﬂbhow
yourcomp 's parts v, diskdnves screen)anteract with applications
like games and Weeb browsers Onoeymvednmht buymwapp!raum
to go with the reenzinearad operating system

Amelio 53, bngs alot of credsbility to thus task Hiis resume includes both
a rescue of Nahonal Semiconductor from and 16 patents m-
duding one for comventmg the charge-coupled device

But where 15 Amelio going to get thus new operahng system? From Be Inc,
i Menlo Park Calf, 2 half-hour & daave from Apple’s Cupertino headquar-
ters, @ hot little founded by ex-Apple ry fear-Lowis Gassee
Ih&(ﬁ,nowundezgumgdnmcalmals,nsthanadmhedemmmupmw
systema that Ameho 5 talking about Mamed to hardware from Apple and
Apple cloners, the BeOS just mught be a credibl 1P o M fr's
Windows, wiuch runs on IBM-compatble hardware

The capsule overview was automatlcally‘ generated by a

fully implemented, and operational, system, which in-
corporates all of the processing components 1dentified
above The relevant sechions of the overview (for the
three segmenits of the passage quoted) are as follows

1  APPLE would swoopm
take MICROSOFT'S customers?
APPLE lost $816 nuliion,
MICROSOET made $2 2 inllion
MICROSOFT has a market value
AFPPLE 1S 11 a posifion
APPLE needs something dramatic

2 Today's DESKTOP MACHINES, ke says, are l-equipped
Tomorrow’s MACHINES must accomodate
scrap your OPERATING SYSTEM
OPERATING SYSTEM ts the sofhware

3 AMELIO brmgs credibility
His resumé meludes both
AMELIO 55 going to get this NEW OPERATING SYSTEM?
radical redesign in OPERATING SYSTEMS
AMBELIO 1s talkang about

The division of this passage mto segments, and the
segment-based assigrament of topic stamps, exemplifies
a capsule overview’s “tracking” of the underlying coher-
ence of a story The discourse segmentation component
1800 shufts m topic—in this example, the shaft from
discussing the relation between Apple and Microsoft to
some remarks on the future of desktop compubing to a
summary of Ameho’s background and plans for Apple’s
operating system Layered on top of segmentation are the
topic stamps themselves, m their relational contexts, at a
phrasal levet of granulanty

The first segment sets up the discusston by posihon-
ing Apple opposite Microsoft m the marketplace and fo-
cusing on thewr major products, the operating systems
The topic stamps 1dentified for this segment, APPLE and
MICROSOFT, together with their local contexts, are both
ndicative of the introductory character of the opeming
paragraphs and lughly representative of the gist of the
farst segment Note that the apparent uninformativeness
of some relational contexts, for example,* APPLEisina
position  °, does not pose a serious problem An adjust-
ment of the granularnty—at capsule overview presenta-
tion ime—reveals the larger context n which the topic
stamp oceurs (e g, a sentence), which m turn inherts the
high topicality rankung of its anchor ‘APPLE 15 in a post-
tton where standing pat almost certainly means slow death *

For second segment of the sample, OPERATING 5YS-
TEM and DESKTOP MACHINES have been identified as
representative  The set of four phrases illustrated pro-
vides an encapsulated snapshot of the segment, which in-
troduces Amelio’s views on coming challenges for desk-
top machimes and the general concept of an operat-
ing system - Agamn, even if some of these are some-
what under-specified, more detail 1s easily available by a
change in granulanty, which reveals the defiutional na-
ture of the even larger context “The OPERATING SYSTEM 5
the software that controls how your computer’s parts *

The thurd segment of the passage exemphfied above
18 asseciated with the stamps GILBERT AMELIO and NEW
OPERATING SYSTEM The reasons, and linguishe ratio-
nale, for the selechion of these particular noun phrases
as topical are essentially :dentical to the mhwhon belund

-



‘priest’ and “Pope” being the central topics of the exam-
ple n Section 1 The computational justification for the
choices hes in the extremely hugh values of salience, re-
sulting from taking into account a number of factors co-
referentiality between ‘Amelto” and “Gilbert Amelo’, co-
referentiality between ‘Amelio’ and ‘His’, syntactic promi-
nence of ‘Amelto’ (as a subject) promotimg topical sta-
tus hugher than for instance ‘Apple” (which appears m
adjunct positons), lugh overall frequency (four, count-
mmg the anaphor, as opposed to three for ‘Apple’—even 1f
the two get the same number of text occurrences in the
segment}—and boost in global salience measures, due to
“pnmung” effects of both referents for ‘Gilbert Amelio” and
‘operahing system’ i the prior discourse of the two preced-
ing segments Even 1f we are unable to generate a single
phrase summary in the form of, say, "Amelo seeks a new
operating system’, the overview for the closing segment
comes close, arguably, 1t 15 even better than any smgle
phrase summary
As the discussion of thus example ilustrates, a cap-
sule overview 18 denved by a process which facilitates
partial understanding of the text by the user The final
set of topic stamps 1s designed to be representative of
the core of the document content Tt 1 compact, as 1t 15
a sigruficantly cut-down version of the full list of :denh-
fied terms It 1s hughly mformaitve, as the terms included
m 1t are the most promunent ones n the document It s
representative of the whole document, as a separate topic
tracking module effectively mamtams a record of where
and how referents occur mn the entire span of the text As
the topics are, by defimbion, the primary content-bearing
entities 1n a document, they offer accurate approramation
of what that document 15 about

5 Related and future work

Our framework clearly attempts to balance the conflict-
mg requirements of the two primary approaches to the
document summansation task By design, we target any
text type, document genre, and domain of discourse, and
thus compromuse by forgomng m-depth analysis of the full
mearung of the document On the other hand, our con-
tent charactensation procedure remains closer to the core
meamng than the approximathons offered by traditional
passage extraction algorithms, with certain sentence- or
paragraph-sized passages deemed indicative of content
by means of similanty scorng metncs

By choosing a phrasal granulanty of representabion—~
rather than sentence- or paragraph-based—we can ob-
tain a more refimed view nto hughly relevant fragments
of the source, this also offers a finer-grained centrol for
adjusting the level of detail in capsule overviews Ex-
ploiing a noticn of discourse contiguity and coherence
for the purposes of full source coverage and continuous
context maintenance ensures that the entire text of the
document i3 uruformly represented in the overview Fi-
nally, by uhlising a strong lingtustic notion of sahence,
the procedure can build a ncher representation of the
discourse objects, and exploit this for mformed decisions
about their promunence, importance, and ultimately top-
1cality, sahence thus becomes central to derving a strong

sense of a document’s “aboutness”

At present, sahence calculations are dnven from con-
textual analysis and syntactic considerations focusing on
discourse objects and ther behaviour n the text Given
the power of our phrasal grammars, however, it 1s con-
cevable to extend the framework to identify, exphatly
represent, and similarly rank, lugher order expressians
(eg events, or properties of objects) This may not ul-
timately change the appearance of a capsule overview,
however, 1t will allow for even more mnformed judge-
ments about relevance of discourse enhhes More m-
portantly, it 18 a necessary step towards developing more
sophusticated discourse processing techruques {such as
those discussed m Sparck Jones [28]), which are uth-
mately essential for the automatic construchion of true
summares

Currently, we analyse mdividual documents, unhike
McKeown and Radev [21), there 18 no noton of calcu-
lating sahience across the boundaries of more than one
document—even if we were to know in advance that they
are somehow related However, we are expenmenting
usmg topic stamps as representation and navigation “la-
bels” m a multi-document space, we thus plan to fold
in awareness of document boundaries (as an extension
to tracking the effects of discourse segment boundaries .
within a single document) Even though the approach
presented here can be construed, i some sense, as a type
of passage extraction, it 18 considerably less exposed to
problems like pronouns out of context, or discontinu-~
ous sentences presented as contiguous passages (cf Paice
[22]) Thus 1s a direct consequence of the fact that we em-
ploy anaphora resolution to construct a discourse model
with exphat representation of objects, and use syntache
<ritena to extract coherent phrasal uruts For the same
reason, topic stamps are quanhfiably adequate content
abstractions see Kennedy and Boguraev [13] for evalu-
ation of the anaphora resoluhon algonthm, we are also
m the process of desigrang a user study to determine the
utihity, from usability pomt of view, of capsule overviews
as defined here

Recent work 1n summarisation has begun to focus
closer on the utility of document fragments with gran-
ulanty below that of a sentence Thus McKeown and
Radev [21] pro-actively seek, and use to great lever-
age, certam cue phrases which denote specific rhetorical
and/or mntet-document relationships Mahesh [18] uses
phrases as “sentence surrogates”, i a process called sen-
tence simphification, his mtlonale 15 that with hypertext, a

* phrase can be used as a place-holder for the complete sen-

tence, and/or 15 a more converently marupulated, com-
pared to a sentence Even in passage extrachion work, no-
tions of multi-word expressions have found use as one of
several features driving a statistical classifer scoring sen-
tences for mclusion m a sentence-based summary (Ku-
piec et al [15]) In all of these examples, the use of a
phrase 15 somewhat peripheral to the fundamental as-
sumphons of the particular approach, more to the pomt,
1t 15 a chfferent kind of object that the summary 1s com-
posed from (a template, in the case of [21]), or that the
underl machinery 18 seeking to 1dentify (sentences,
m the case of [18] and [15])) In contrast, our adopton



of phrasal expressions as the atomic bulding blocks for
capsule overviews is central to the design, it dnives the
entire analysis process, and 1s the underpinning for our
discourse representation
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