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Introduction

In this paper, we develop a new generative paradigm
with which to capture phonological generalizations.
Our framework differs from standard generative frame-
works inasmuch as we eschew all derivational analy-
ses. Thus, we dispense with procedural transforma-
tions of underlying and intermediate representations
into surface forms by means of the cyclic application
of relatively unconstrained context-sensitive rewriting
rules, lnstead, we adopt a strictly monostratal ap-
proach, wherein a single level of articulatory representa-
tion is subject to linguistic constraints expressed declar-
atively using well-understood logical tools.

In order for our enterprise to succeed, we will re-
quire a rich representational system. To this end, we
follow the lead of autosegmental and metrical phonol-
ogy, taking our represéntations to be organized around
natural groupings of articulators. A further similarity
to autoseginental analyses and some traditional gener-
alive analyses is that we allow underspecification in our
lexical representations. But in contrast to these other
theories, we adopt a single, concrete, surface-based rep-
resentational system, rather than abstract underlying
and intermediate representations of uncertain status.
In particular, our approach is strictly monotonic, disal-
lowing stages of analysis in which ill-formed representa-
tions are constructed and repaired. Instead, the linguis-
tic constraints we impose, both universal and parochial,
combined with possibly underspecified lexical represen-
tations, conspire to fully determine surface representa-
tions. The result is a fully declarative system, albeit one
which can be provided with a procedural interpretation
in which lexical (syntactic and semantic) representa-
tions are incrementally refined into surface representa-
tions, or vice-versa, by the application of constraints,
either sequentially or in parallel.

We have chosen Lo employ feature structures for our
phonological representations, a natural candidate for
constraint-based linguistic theories. Feature structures
provide two mechanisms for constructing linguistic rep-
resentations. The first is a multiple inheritance hierar-
chy of types, which allows the multi-dimensional classi-
fication of structures. The second mechanism is that of
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features, whose values are themselves modeled by fea-
ture structures.

Universal and parochial constraints, including lexi-
cal representations, are expressed using attribute-value
logic. Expressions in our attribute-value logics are in-
terpreted as restrictions on admissible linguistic struc-
tures. Being comprised of a representational system of
feature structures subject to a collection of attribute-
value constraints, our grammars are interpreted in a
co-inductive, constraint-based fashion. More specifi-
cally, the admissible linguistic structures are modeled
by those feature structures satisfying all of the con-
straints. This contrasts with traditional, inductive or
rule-based generative accounts, in which well-formed
representations are constructed from a primitive set of
well-formed base cases by applying derivational rules.

Unlike many approaches to phonology, ours includes
a careful consideration of the morphology-phonology in-
terface. It should be clear how our phonological the-
ory can he integrated with a constraint-based theory
of morphology, and thus to constraint-based theories of
syntax and semantics. The result is a seamless theory
of language relating phonology and semantics, mediated
by morphology and syntax. One benefit of constructing
such a unified theory is that constraint resolution algo-
rithms can integrate constraints from diverse linguistic
sources on-line during processing, as the speech signal is
being received. An architecture supporting integrated
processing is clearly desirable given the overwhelming
psycholinguistic evidence concerning human processing.
It is important to point out that our theory, being based
on logical constraints over monostratal representations,
can easily integrate diverse sources of constraints simply
by means of conjunction. The constraints themselves
can be highly modular, both across components such
as syntax and semantics, and within coinponents such
as phonology. By the same token, it is straighiforward
to integrate universal and parochial constraints, and
any level of constraints in between, such as those found
in particular language families. Furthermore, subregu-
larities within a language, which often stem from sep-
arate, possibly historically unrelated sources, can also
be captured, without the resource to default mecha-



nisms. A further desirable feature of our monostratal
constraint-based approach is its declarative, relational
nature, which allows the same linguistic constraiuts to
be applied symmetrically to both generation and un-
derstanding.

In what follows, we provide specifications of the most
important universal constraints involved in syllable and
metrical structure, with particular constraints for En-
glish syllabification, Malak-Malak and Yup’ik stress as-
signment, and Icelandic umlauting. For reasons of
space, we are not able to include the full signatures
(declarations of types) for these grammars, nor will we
give all of the constraints necessary to define such a
grammar. Readers interested in complete, impleniented
grammars, including all of the signature entries and
constraints, should consult (Mastroianni 1993).

Feature Structures and Constraints

For linguistic representations, we adopt the feature
structure formalism of (Carpenter 1992), which was
modeled on the notion of feature structure employed
in HPSG (Pollard and Sag 1994). Feature structures are
built out of two components, types and features. A
specification of the behavior of types and their corre-
sponding features is known as a signature.

A signature is built out of a finite set Type of
types. We interpret types as sets of objects. To
use a non-linguistic example, Nat might be the type
of natural numbers, which is interpreted as the set
{0,1,...,n,...}. The types form a multiple inheritance
hierarchy under a subtyping partial ordering C. If the
type o is a subtype of a type 7, then every object of
type o is of type 7. We write ¢ C 7 if the type 7 is
a subtype of o, and also say that ¢ is a supertypc of 7.
For instance, consonants, represented by the type cons
are subtypes of segments, represented by the type seg,
so we write seg C cons. Furthermore the type glide of
glides is a subtype of cons, so cons C glide. Thus by
the transitivity of partial orderings, glide is a subtype
of type seg, so seg C glide. As an alternative example,
we have a type bool of boolean values, with the truth
values + and - as subtypes, so bool C + and bool C -.
If ¢ © 7, we also say that 7 is more specific than o, or
that o is more general than . More specific types pro-
vide more information about an object. Using a type
hierarchy allows us to both factor constraints on differ-
ent classes of representations and to state them at the
appropriate level of generalization.

A type p is known as a unifier of the types ¢ and 7
if it 1s a subtype of both of them, so that ¢ C p and
T C p, in which case o and 7 are said to be unifiable.
For instance, the types for approximants and conso-
nants, approz and cons, are unifiable, as they have a
common subtype glide. A pair of types is unifiable if
the information they contain is consistent. Thus the
types + and - are not unifiable, as it is impossible for
an object to be of both types. Similarly, the types
nasal and obstruent have no unifiers, as there are no
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segments which can be assigned to both types. One
way to view unification is as a type-theoretic analogue
of conjunction. For instance, glide has all of the infor-
mation contained in the conjunction of approz and cons,
plus perhaps some more. A pair ¢ and 7 of unifiable
types must have a most general unifier, o Ur, such that
o CoUr, 7 C ouUr and for every unifier p of o and
r, 0 Ut C p. For instance, cons-approzx, the type of
consonant approximants, is the most general unifier of
cons and approz. As another example, we use non-low
as the type of non-low heights, and non-high for the
type of non-high heights, and so we have the medium
height, med = non-high U non-low, as their unification.
We further define a most general or universal type, L,
with the property that, for any type 7 in our ordering,
LE T

To construct feature structures, we also necd a fi-
nite set Feat of features. The remaining component
of a signature relates the features to the types by
means of appropriateness conditions. ‘These dcter-
mine the features which can and must occur ou cach
type, as well as constraining the types of their val-
ues. This is the sense in which we are dealing with
a typed system, rather than simply a sorted one.
An appropriateness assignmeni is a partial function
Approp: Feat x Type — Type. A structure of type o
is required to have a value for the feature f if and only
if Approp(f,o) is defined, and in addition, the value
must be at least as specific as Approp(f,o). For in-
stance, we have Approp(LABIAL, place) = bool, which
states that the feature LABIAL, representing whether
there is closure of the vocal tract at the lips, must re-
ceive a boolean value in a feature structure representing
the place of articulation. To take another example, we
have Approp(NUCLEUS, syllable) = vowel,! which states
that the value of a syllable’s nucleus feature must be
a vowel. In addition, Approp(MELODY, vowel) is unde-
fined, which indicates that vowels do not receive melody
values.

We require the appropriateness assignment to re-
gpect the inheritance hierarchy according to standard
object-oriented principles. In particular, subtypes in-
herit the features and value restrictions of all of their
supertypes, which can be arranged in a multiple inher-
itance hierarchy. In such a system, we require that if
o C 7 and Approp(f,o) is defined, then Approp(f,T)
is defined and Approp(f,o) T Approp(f,r). For in-
stance, sonorants inherit the melody feature from con-
sonants, and heavy-open-syllables inherit the nucleus
feature from syllables, but further constrain it to be a

'For simplicity, we ignore the case of languages which
allow non-vowels to be the nuclei of syllables. We could
generalize, for instance, by assuming

Approp(NUCLEUS, syllable) = approzimani-nasal

to account for the more general case, or we could refine
our hierarchy to include a new supertype of vowels whose
subtypes include liquids and nasals, say vocalic-nasal



" vowel ]
[ place 1
ANTERIOR:[ bool]
CORONAL:[ baol|

dorsal
PLacE: | BACK:[ bool]
* | H1aH:[ bool)
Low:[ bool]
1LABIAL:[ bool]
TENSE:[ bool]
STRESS:stress-val
| TONE:tone-list ]

Figure 1: Most General Structure of Type vowel

heavy nucleus.?

Feature structures are defined relative to a signature.
A feature structure is taken to be a finite, rooted and
directed graph, in which nodes are labeled with types
and arcs with features. Feature structures are typi-
cally displayed as attribute-value matrices, where the
bracketing indicates the nodes, and features indicate
the arcs. Feature siructures must satisfy the appropri-
ateness conditions, so that a node of type o such that
Approp(f, ) is defined must be connected by an arc la-
heled f to anode of type 7 such that Approp(f,e) € .
A feature structure meeting this condition is said to be
lotally well-typed. 'The most general feature structure of
type vowel respecling the appropriateness conditions is
given in Figure 1. This structure represents the feature
geometry common to all vowels.

In addition to conditions of well-typedness, we re-
quire every feature structure representing a grammat-
ical linguistic structure to be fully resolved in the fol-
lowing way. Every type must be a maximally specific
one, in the sense of not having any further subtypes.
For instance, occurrences of the type bool must be re-
solved to cither + or -, and occurrences of type cons to
either an obstruent, glottal-pharyngeal, nasal, liquid or
glide. This amounts to a closed world interpretation of
our Lype hierarchics, wherein every type can be equated
logically with the disjunction of its subtypes (see (Car-
penter 1992)). For instance, this equates sonorant with
the digjunction of the types glotial-pharyngeal, nasal
and approx, so that every sonorant must be either glot-
tal, nasal or approximant. Another example involves
height, where the subtypes of height, high, med and

21n addition, our hicrarchies respect Carpenter’s (1992)
introduction condition, which requires the set of features
for which a feature f is appropriate to have a most general
type. This constraint is motivated computationally, in that
it forces the type inference algorithm to produce a unique
most general result. But this constraint can be easily relaxed
(King and Gdotz 1993) or reconstructed from a hierarchy
which does not meet it (Carpenter and Pollard 1992).
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low, exhaust the possibilitics. T'he closed world assump-
tion 1s implicit in every approach to generabive grannmar
with which we are familiar. Siinply stated, it says thal
the only possibilities are the ones gpecified as suel by
Wi granmne, Tn syntax for mstanee, o lisl of plicase
structure schemes is typically taken to he exhaustive,
il a string can not be analyzed according to the rule
schemes given, the theory classifies it as ungrammati-
cal.

Constraints will be of the following form.

() o=>9¢

Here, ¢ is an arbitrary description, which is taken to
constrain the possibilities for objects of type 0. We
take constraints on a type to be inherited by all of their
subtypes. In general, we allow descriptions to specify
types of objects, to specify the values of features by
further descriptions, to impose equality and inequality
constraints on objects. In addition, descriptions are
taken to be closed under the logical operations of con-
junction and disjunction, and the string operations of
concatenation and Kleene-star. Finally, we allow rela-
tional and functional constraints by means of definite
clauses. ‘I'he string operations generalize the notion of
constraint. found in (Carpenter 1992) along lines sug-
gested by Reape (1991); such operations were coded by
functional and relational constraints by Bird and Klein
(1993) and by Mastroianni (1993).

We will follow (Mastroianni 1993) in our treatment
of syllable structure and the arrangement of features
in segments. This work is closely related to that pre-
scnted in (Scobbie 1992), (Bird 1992), (Bird and Klein
1993), and (Russell 1993). One major difference be-
tween our work and that of both Bird and Scobbie is
that we have given analyses of vowel harmony. Scobbie,
because of his adjacency meta-constraint, is unable to
do this, and Bird gives no account of such processes, ei-
ther. In addition, we give an account of syllabification
and stress, neither of which were attempted by Bird or
Scobbie. Qur work shares with Russell’s a concern for
the role of morphology both in triggering phonological
operations and in interfacing with other components of
grammar. Most of the analyses in these frameworks are
compatible with our approach; we believe they are best
viewed as instances of the same paradigm of monos-
tratal, constraint-based morpho-phonology.

We will assume that the type root has subtypes which
are arranged as in Figure 2. We follow (Carpenter 1992)
in our treatment of types and inheritance. Thus, all
ol the subtypes of rool have a PLACE feature, and all
consonanl subtypes have a MELODY feature. The rep-
resentation of a generic consonant is similar to the vowel
illustrated in Figure 1, but without stress or tone fea-
tures, and with an additional manner feature, with all
of its appropriate features.

We shall assume that we have syllables, which have
rhymes, and optionally have onsets. Rhymes contain
nuclei, and sometimes codas, as well. The signature for
syllables is as follows. The rhyme subtypes mentioned



liguid glide

vowel
STRESS:siress
glot_phar nasal c_approzx TONE:lone
obslrucnl c_sonorant approzimand

consonanl sonorant
MELODY :melody

root
PLACE:place

Figure 2: Segmental Signature

hvy-ons-syl hvy-bare-syl lgt-ons-syl lgt-bare-syl

hvy-syl ons-syl lgt-syl

RHYME: ONSET:onset  bare-syl

RHYME:{gl-rh
hvy-rh V cls-rh

syllable
RHYME:rhyme

Figure 3: Syllable Signature

above are defined as in Figure 4. We define the signa-

ture entries for nucleus,onsel, and coda in Figurc 5. In "’

addition, we constrain onsets, nuclei and codas to be
sequences of segments.

In our characterization of the mazimal onset princi-
ple, we make crucial use of a sonority hierarchy. This
is defined in terms of our type definitions as follows.

(2) a. consonant < vowel

b. obstruent < sonorant

c. glot_phar < nasal

d. nasal < sonor_approz

e. ligued < glide
We read these constraints ag stating, for instance, that
consonants are less sonorous than vowels, liquids are
less sonorous than glides, and so on. This interpreta-
tion provides a linear ordering of the maximally specific

segmental subtypes of consonants according to their rel-
ative sonority:

(3) obstruent < glottal_pharyngeal < nasal < liquid <
glide < vowel

We cinploy this ordering of segmental types by sonority
in our approach to syllabification, enabling us to cap-
ture the rising and falling sonority of onsets and codas.
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open-hvy-rhy

NucC:dipthong  cls-hvy-rhy  open-lgl-rhy cls-lgt-rhy

lgt-rhyme
NuUc: powel

closed-rhyme

open-rhy
CODA:coda

hvy-rhy

"

rhyme

NUCLEUSs:nucleus

Figure 4: Rhyme Signaturc

smpl-nucl dipthong  bas-onset  s-omset

NN

nucleus coda onsecl

\l/

1

Figure 5: Onset, Nucleus and Coda Signatures

Syllabification

The pHON value of a word will have two features,
dealing with syllabification/stress, and morphology, re-
spectively. We will be concerned in this section only
with the phonological feature, which will be filled by
a phon-word. We show the feature structure for the
phon-word for the English word kisses below in Fig-
ure 6.

Note that a simple-phon has the features rRoOOTS,
VOWELS, and SYLLS, which must be of types roott,
vowelt, and syllablet, respectively.® The type
phon-word will be divided into subtypes simple-phon
and complez-phon. A complex phon-word will have
an appendiz. This appendiz will appear appended to
a sequence of syllables. Thus, the sviLs value of a
complez-phon will be of type syllablet eappendiz.® The
appendix will allow the presence of some consonant

3For any type o, @* is the type of sequences of objects
of type @, and % is the type of non-cmtpy sequences of
objects of type o, and ¢ is the type of the emptly sequence.
We also allow these operations on descriptions, giving us the
full expressive power of regular expressions, similar to the
feature structnre and automata-based approaches developed
in (Bird 1992) and (Bird and Ellison 1992).

*We use o as a concateneation operator. Thus, ¢ e 4
describes a string consisting of the concatenation of strings
described by ¢ and .



[ simple-phon
ROOTs:[[6]e[7] ]
voweLs:[([2],[4])]

r heavy-onsel-syllable
rooTs:([6] ([1],[2], 2]} ]
SYLLSI<

VOWELS:[[2]]
oNsET:([[1] k]

RHYME: | NUCLEUS:[[2]1]

cona:[[3] 5]

closed-light-rhyme

heavy-bare-syllable
rooTs:{[7] ( (@, 1) ]

VOWELS:[[4]] >

’ closed-light-rhyme
rHYME: | NUCLEUS:[[4]1]

coDaA:[[5] 7]

IPigure 6: Phonological structure of kisses

cluster which would otherwise violate the sonority con-
straint.

‘I'he sonority constraint is captured as follows. An
onset is allowable just in case the segments it contains
are arranged in increasing sonority, and no phonotactic
constraints are violated. Phonotactic constraints are
defined separately for each language. Some languages
allow exceptional onsets. We handle this by defining
exceptional onset types for each language. In English,
we have exceptional onsets formed from, e.g., s, k, r.
The sonority condition on codas is the reverse; i.e., the
sonority must decrease (in general, sonority decreases
with distance from the nucleus). An appendix can be
formed, as in cals, when we have a consonant cluster
containing two equally sonorous segments at the end of
a word. For a formalization of the constraints on codas
and onsets, see (Mastroianni 1993).

We will use the sonority hierarchy again in the com-
hination of syllables. It is a well-attested generalization
that languages tend to put as much material as possi-
ble into the onsets of syllables, rather than codas (the
mazimal onsel principle). This principle can be ex-
pressed in our system by constraining the SYLLS values
ol words. We allow two syllables to combine only if the
last segiment(s) of the first could not be combined into
a legal onset in the second syllable. This is used in our
constraint on simple-phon, given below.

)
simple-phon =
ROOTS : [1] roott e [2] root™ A
VOWELS : [3] vowel™ o [4] vowelt A
SYLLS @ ([5] (syllable A
(ROOTS : [L]A VOWELS : [3]))e
[6)(syllable™)) A
consistent([s];[6]) A
map() EL (2D

We define the definite clause consistent(¢,) as fol-
lows.

(5) cousistent(syllable, €)
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consistent([1](syllable A ROOTS : (root* e [2]rool)),
[B](syllable A
ROOTS : ([4]root e root*) e
[Elsyllable*))
— (A =<2V gar([2],[2D) A
-s-compatible([2],[4]) A
consistent([3], [5])

According to this definition, a single syllable is
consistent. Recursively, a syllable followed by a se-
quence of syllables is consistent if the last roof in the
ROOTS value of the first syllable cannot be combined
into a valid onset with the first root in the rRooOTS
value of the following syllable, and the sccond syllable is
consistent with whatever follows. A given pair of rools
may not be combined into an onset if the second is less
sonorous than the first. These definitions merely ex-
press the mazimal onset principle, modulo phonotactic
constraints and certain allowable exceptions. We han-
dle phonotactic constraints with the gap/2 predicate,
where gap(z,y) expresses that « is not allowed before y
in an onset. For instance, the sequence #l is an allowable
onset with respect to sonority, but English disallows it.
This can be seen in the word atlas, which syllabifies
as al-las rather than a-tlas. To capture this English-
specific, phonotactic constraint, we take gap(t,!) to be
a clause of gap/2 in English. Exceptional, yet allow-
able onsets can be handled by adding exceptional sub-
types. For instance, borrowings that allow t/in an onset
must be protected from being subject to the English gap
constraint.®

The definite clause map(¢, ¥, x) provides the linking
relation bhetween our autosegmental tiers, where ¢ rep-
resents the vowel tier, ¢ the roots tier and y the strue-
ture which combines them.® The mapping constraint on
phonology values ensures that the end of the RoOTS and

®In gencral, if there is a set S of forms suhject to normnal
constraints and a class T subject to exceptional constraints,
we can create types for these classes which are subtypes of
another class. Then constraints on the classes are indepen-
dent, and constraints they both obey can be expressed on
their supcrtype. ’

$The rcdundancy here could be eliminated, with unique



VOWELS values of the simple-phon correspond to those
of the syllables which constitute the sYLLS value. The
recursive clauses for map/3 are as follows follows.

(6) map(e, ¢, ¢€)

map((Ljrowelt , [2]roott,
syllable A (VOWELS : [1]A ROOTS : [2]))

map([Llvowel o ZJvowel"
[BJroot e [aJroott,
[Glsyllable o [6)syllablet))
«— map([1],[3],[5) A map({z],[z][6])

We now turn to our constraint defining complez-phon.
It is a well-known empirical fact that many languages
allow consonant clusters at the end of words which
could not appear tautosyllabically anywhere else (typ-
ically because this would violate the sonority condi-
tion on codas, i.e., that the sonority must fall as dis-
tance from the nucleus increases). In English, this phe-
nomenon is exemplified by many words ending in the
regular plural and past-tense, such as cats, dogs, and
washed, which are realized as kals, dawgz, and wasl,
repectively. In each of these examples, the alveolar stop
or sibilant which ends the word is of the same sonority
as the preceding consonant. The standard treatment
of such words in autosegmental phonology is to allow
some kind of appendiz to appear at the end of words.
In our analysis, a phon-word bearing an appendiz would
be of the type complez-phon. By definition, such a word
has a SYLLS value which consists of some (non-empty)
sequence of syllables followed by an appendix. Such a
structure will be allowable modulo certain constraints.
These can be defined as follows.

(7) complez-phon =
ROOTS : [1] root* e[2Jroot ¢ [3lappendiz A
VOWELS : [a] vowelt A
SYLLS : ([5]syllable o [6]syllable” o [2]) A
consistent([4],{5]) A
map((T], @ Ele [5) A
compatible([2Z],[3]) A
—epenth([Z],

The consistency and mapping checks are as hefore.
The compatible(X,Y) clause ensures that the voicing
assimilation mentioned above occurs (two segments are
compatible just in case their VOICE values unify). Two
objects satisfy the epenth(X,Y) clause just in case they
are both alveolar stops or both sibilants (at least, for
English).

Metrical Phonology
Malak-Malak

Recall thal the type vowel is defined as having a fea-
ture sTRESS. lollowing (Mastroianni 1993), we will

occnrences of each segment on a single tier. But for compu-
tational purposes, it is casiest Lo construct all the rclevant
structures on-line rather than computing them within par-
ticular constraints.

I

3

suppose that each syllable has a nucleus containing a
vowel.” The basic stress pattern of Malak-Malak is
built from left-headed binary feet, with primnary stress
falling on the first stressed syllable (Goldsmith 1990:
p-174). Words are, in general, “right-to-left”, meaning
that degenerate feet normally appear at the beginning
of the word.® There is one exception to this pattern,
which is that three-syllable words typically have stress
on the first and third syllables.”We provide exauples of
Malak-Malak stress patterns in Figure 77, adapted from
(Goldsmith 1990: pp. 174-175). For case of reading,

10
nﬁng—kg—fllm-tg-wi‘i-ré-wzlmk—kg,
“You (pl.) would have given them meatl” (8 syllables)

0 2 0 1 0 1 0
wu-win-tu-nu-nu-wak-na
“He would have given you (sg.) mcal” (7 syllables)
2 010 4 9
no6n-koé-ré-no-yun-ka
“You will lie down” (6 syllables)
2 0
ai-ki-ni-yang-ka
“We are all going to stand” (5 syllables)

2 0 .1.0
mu-nan-ka-fa
“beautiful” (4 syllables)

2 0
wu-ru
“arm, rivulet”

0, 2 0
mel-pa-pu
“father” (emphatic)

2, 0 1
mél-pa-pu
“father

Figure 7: Malak-Malak Data

we have inserted hyphens between syllables. lu keeping
with our stress features, we have marked vowels bear-
ing primary stress with a “2”, those bearing sccondary
stress with a “1”, and those which are unstressed with
a “0” .

In Goldsmith’s system, the first syllable of a word

TA nucleus could also have a pair of vowels or a vowel-
diphthong pair. A vowel-diphthong pair will still only have
one STRESS value. We can ensure by constraint that any two
vowels which appears in a nucleus in a language with long
vowels have token-identical STRESS values.

8 As our system is purely declarative, In our system, pro-
cedural notions such as “right-to-left” and “left-to-right” are
exppressed declaratively, being characterized as degenerate-
first and degenerate-last respectively.

°The emphatic forms of three-syllable words follow the
usual pattern, with an unstressed first and secound syllable,
and stress on the third.



with an odd nwmber of syllables is “extra-metrical”,
In other words, such syllables are assigned to feet, but
these feet are deleted afterwards, as a result of a “stress
clash™ repair mechanism. However, there is no reason
why we should assume that initial degenerate feet al-
ways assign stress. If we make this assumption, we have
gained “uniformity,” in some vague sense, at the ex-
pense of procedural complication.

We eschew procedural analyses of the data. The em-
pirical fact is that there are two cases in Malak-Malak.
The exceptional case occurs only in the non-emphatic
form of words with exactly three syllables. If we were
really dealing with a “stress clash” phenomenon here,
we would expect this exceptional case to be the case
for all words with odd numbers of syllables. Since this
does not happen, we are perfectly justified in allowing
a general word, and an exceptional word, with no ref-
erence Lo “universal” phenomena, We thus define (wo
types of phon-word for Malak-Malak, normael-word, for
the general case, and ezcep-word, for the exceptional
case,

In order to make our constraints as general as pos-
sible, we will define several subtypes of fool. At the
top level, there will be degenerate-foot and complez-foot.
We will define two subtypes of degenerate-foot, and sev-
eral subtypes of complez-foot. The type degenerate-foot
will have subtypes degen-stressed and degen-unsiressed.
The type complez-foot will have subtypes lh-foot and
rh-foot. 'The type lh-foot will itself have two subtypes,
th-primary and lh-secondary.

These types must be constrained with respect to their
STRESS in order to be useful. A degen-unstressed foot
must contain exactly onc syllable bearing a nucleus
consisting of a vowel with a STRESS value of 0, and a
degen-stressed foot must have a NUCLEUS with a STRESS
vilue of 2. A rh-foot must contain two syllables, the sec-
ond of which bears full stress. A lh-fool must contain
two syllables, the lirst of which is stressed. A lh-primary
foot bears primary stress, while a lh-secondary foot
hears secondary stress.

Our constraints on the types normal-word and
excep-word are as follows.

(8) a. normal-word =
FRET: (degen-unsiressed V ¢)e
lh-primary e th-secondary™
b. cxcep-word = FEET: degen-stressed o rh-foot

The constraint defining normal-word states that the

FEET valoe of such a word must be either

1. A degenerate foot containing an unstressed syllable,
followed by a sequeice of left-headed feet, the first
of which has a stressed syllable with STRESS value 2,
and all the rest of which have stressed syllables with
STRESS value 1.

2. A sequence of left-headed feet as above, with no de-
generate foot at the beginning.

With these constraints in place, a word must either be

of type normal-word or ezxcep-word. In the first case, a
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normal-word can consist. of a lelt-headed foot bearing
primary stress followed by a sequence ol one or more
left-headed feet bearing secondary stress, with, option-
ally, an unstressed degenerate foot at the very begin-
ning. In the second case, a word may consist of a sin-
gle unstressed syllable followed by a right-headed foot.
This gives us exactly the attested patterns.

Central Siberian Yup’ik

(Goldsmith 1990) gives us some data from Central
Siberian Yup’ik, which is taken from (Krauss 1985).
We reproduce this data below. Stressed vowels are
marked with a “1”, and unstressed vowels are marked
with “0”.10 :

a. ala.ng-qggh-llégh-llgng-ylllg-tloxg
“he wants Lo make a big ball”

0 1 0 1 0 0
b. ang yagh-lagh-llang-yng-tug
“he wants lo make a big boat”
{
¢.  qa-ya-ni
‘“his own kayak”
0 1 9
d. qa-yaa-ni
“in his (another’s) kayak”
o 1 1 9
e. sa-gu-yaa-ni
“in his (another’s) drum”
019 1 0
f. qa-ya-pig-ka-ni
“his own fulure authentic kayak”
o 1 9 ¢ O
g. qa-ya-pig-kaa-ni
“in his (another’s) future authentic kayak”

0
h. g,-té~pik
“real name”
i gug-yalmgh-llg—kg,
“my big boat”

g,ng-y;lxgh-llg.-ka?a
“it 18 his big boat”

Figure 8: Yup’ik Data

In Yup’ik, final syllables bear no stress. Heavy syl-
lables arc stressed, except when they appear word-
finally. 'The standard foot is right headed; a word
with no heavy syllables has all right-headed feet, and
a word with a heavy syllable has right-headed feet to
the left of that syllable, with alternating stress after
that. Note that “heavy-syllable” must be defined here
as a syllable containing a long vowel. 1 We define a

10For simplicity, we will not be distinguishing between
primary and secondary stress here, though see our earlier
discussion of Malak-Malak for indications of how such dis-
tinctions can be treated in general.

"1This is an example of a “parameter” in our theory. In



non-fin-  non- m- fin-hvy- fin-lgt-
hvy-dgn  lgt-dgn  “dgn dgn

\/ [/ weak-complez

non-fin-degen  fin-degen

degén-foot complex-foot

SYLLS:syllable final-foot

\I/

foot
SYLLS:syllable”
STRESS:syllable

Figure 9: Metrical Foot Signature (Yup’ik)

subtype heavy-syllable of syllable, which must have a
heavy-rhyme as its RUYME value. A heavy-rhyme will
be o rhyme which has a long vowel as its nucleus. The
licaviness of a rhyme will be independent of the pres-
ence of a coda. Thus, we will have open-heavy-rhyme
and closed-heavy-rhyme as further subtypes, with and
without codas, respectively (for present purposcs, we
will abstract away from a definition of the type coda).

In the standard metrical treatment presented in
{Goldsmith 1990), the final syllable is marked as be-
ing “extrametrical” before foot construction proceeds.
We will directly mimic this, without, however, using
ordered procedures. Instead, we require that the final
syllable be unstressed and contained in a degenerate
foot. This gives us the samme results as the standard
analysis, but allows us to kecp our FEET values of type
Jool*. In order to do this elegantly, we will split our
type degenerate-foot into two subtypes, final-fool and
non-final-degen. The only other type of foot in Yup’ik
is the iambic foot, rh-fool. We give the signature entry
for the Yup’ik foot in Figure 9.12:13

We now turn to stress assignment in Yup’ik. The ba-
sic pattern is that all complex feet are iambic, and all
non-final heavy syllables are stressed. Thus, any heavy
syllables which would not form the second element of
an lamb are put into stressed degenerate feet. Degener-
ate feet consisting of light syllables only appear at the

the signatures for some languages, we will want to define
closed syllables as being heavy, while in others we will want
those syllables with long nuclei, whether open or closed, to
be considered heavy.

2Note that, for any type o, we take o™ to be the type of
a sequence of n objects of type o.

'*We have chosen to define all complex feet in Yup’ik to
be binary by defining an appropriateness constraint in the
signature that the sYLLS value be of type syllable®. Alter-
natively, we could have created a nuniversal type signature,
allowing arbitrarily long feet, and imposed a constraint re-
stocting Yup'ik feel to be binary, Fither way, we allow the
Linary /non-binary distinction to be simply parameterized.

SYLLS:syllable®

SYLLS:lgt-sylle syll rh-fool

penultimate syllables of words. This can be formalized

as follows.

(9) a. rh-foot =
STRESSED : RHYME : NUCLEUS : $TRESS 3 |
b. final-foot =
STRESSED : RHYME : NUCLEUS : sTRESS 1 0

c. non-fin-heavy =

STRESSED : RHYME : NUCLEUS : STRESS : |

Now we need to define constraints on the construction
of words from feet. This is done with one constraint, as
follows.

(10) phon-word =

FEET : (rh-footV non-fin-heavy”) o final-foot

This constraint says that we must have an unstressed
degenerate foot as the final foot. The penultimate foot
may be either a rh-foot or a non-final degenerate foot.
Finally, any preceding feet must consist exclusively of
rh-foot and non-fin-heavy feet.

These definitions combine to give us a grammar in
which well-formed words must end in an unstressed
syllable (by the definition of final-foot). All syllables
not contained in the final-foot of a word must be con-
tained in an iambic foot, or be a stressed syllable con-
tained in its own degenerate foot (by the definition of
allowable, the constraint on phon-word, and the def-
initions of rh-foot and non-fin-heavy). This gives us
exactly the data presented above.

Morphology: Icelandic Umlauting

We now briefly turn our attention to morphology. As we
mentioned above, the phon valuc of a word will have two
features, one for syllabification and stress, PIHONOLOGY,
and another, MORPHOLOGY, for morphological informa-
tion. So far, we have only discussed the proNoLOGY
values. We will define a type morph, which will include
affixes, infixes, stems, and words. All objects of type
morph will have, minimally, the features rRooOTSs, and
SYNSEM, filled by objects of types rool™ and synsem, re-
spectively. We will divide the type word into simple and
complex subtypes. As an example of a MORPHOLOGY
value, we give the feature structure for the word fishes
in Figure 10.14

For Icelandic, which exhibits vowel-harmony (um-
lauting), we will add a feature VOWELS, a feature HARM,
and a feature WORD. These features will take values of
types vowelt, harm, and bool, respectively. The addi-
tion of these features conforms fairly well to standard
practice in autosegmental phonology, with the vVOWELS
feature corresponding to the vowel tier. The feature
HARM indicates whether vowel harmony is present, and
the feature WoRD indicates whether the object in ques-
tion is a full-fledged word (rather than, say, a partially-
inflected word). With these preliminaries, we can con-
tinue with our analysis of Icelandic wmlauting, which
we treat as a case of vowel harmony.

" We are assuing an HPSCG-like syntax and semantics,



[ complez-word o
roors:[{f,1,4,1,3)]
( synsem 1
n
v agr
SYNCAT: | , o | NuM:[pl]
SYNSEM: PERS:[ third]
sem
SEM: | OPERATOR:[ pl-op]
OPERAND:[ fish]
L | SUBCAT:[€] 1]

Figure 10: MORPHOLOGY value for fishes

Vowel harmony is generally taken to be a process
in which the vowels of (typically) a stem assimilate to
some feature of some vowel(s) of (typically) an affix.
In general, all of the vowels assimilate, or all of the
vowels which do not precede some blocking element (if
the harmony is with the vowels in a suffix). In the
literature, umlauting and vowel reduction in Icelandic
are not typically referted to as vowel harmony. How-
ever it is clear that, in fact, these processes do match
the standard definition of vowel harmony. The process
works ag follows. Suppose we have a noun whose final
syllable has a as its nucleus in the nominative singu-
lar. One.such word is fatnadh (suit). When realized
with the dative-plural suffix, -um , there is a vowel har-
mony coffect. The final a, and any other as in the word
which are not separatdd from that a by some syllable
nucleus which is not an a, is realized as w, if it is not
stressed, and 6if it is stressed (in general, the first sylla-
ble is stressed). Under a derivational analysis, we have
a vowel harmony cffect in which an underlying a assim-
ilates to a surface u when appropriately situated in a
string of surface as, unless it is the first vowel in the
stem, in which case, it partially assimilates, to 6. Thus
the combination of underlying fatnadh with -um, the
results in the surface form fétnudhum. There exists a
class of nouns (mostly borrowings) which systematically
differ {from this paradigm. In this class of exceptions,
the harmony process stops at some point, even though
it would continue further under the standard paradigm
(typically, only the final a assimilates). In such cases,
the frontmost a which assimilates is realized as 6. One
example of such a word is akarn, which is realized as
akornum in the dative-plural.t®

Icelandic exhibits the further property that this har-
mony process can sometimes occur without a u being
present. This can be exemplified by the declension

!5In the following, all of the examples of such exceptions
will be of this sort, for the simple reason that we are unaware
of any cases in which the assimilation stops further forward
in the word, Our analysis will be able to accommodate
cither case with no alterations, so this is not a problem.
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paradigm for barn (child) given below. As we can sec

singular

nominative | barn
accusative | barn
dative barni
genitive barns
plural

nominative | born
accusative | born
dative bérnum
genitive barna

Table 1: Declension paradigm for barn

from Table 1, there are cases when the harmonic forin
of a stem is used as an inflected form of the word. We
can handle this neatly in our formalism, as we shall
show below.

We will need to divide the type harm into subtypes
bool, nil, trigger, plus-nil, and minus-nil. Plus-nil sub-
sumes + and nil, while minus-nil subsumes - and nil.
We will define several new subtypes of agr, in order
to account for the nominative and accusative cases
shown in Table 1 above. The type agr must have
a new feature CASE, with values of type case. The
type case has subtypes nom-acc-case and gen-dat-case.
Nom-acc-case has subtypes nominative and accusalive,
while gen-dat-case has subtypes genitive and dalive. We
will define two new immediate sublypes of agr, gen-dalt,
and nom-acc. As the naines imply, objects of type
gen-dat must have CASE values of type gen-dat-case,
while objects of type nom-acc must have CASE values
of type nom-acc-case. Nom-acc and gen-dat each have
plural and singular subtypes. In order to illustrate how
we use these new features and types, the lexical con-
straint for the word fatnadh is given in Figure 11. The

VOWELS: [1]([2Jvowel, [3lvowel) A
rooTs: {f,[2], {, »,[3], dh) A
WORD: [¢}bool A
HARMONY :[5]bool A
SYNSEM: (SEM: suit A
SYNCAT: {n A
AGR:[6]nom-ace A
SUBCAT: €)) A
harmonize([5), (g, a),[T) A
allowable([4], [5], [€])

Figure 11: Lexical constraint for fatnadh

definite clause definitions for the goals harmonize(é, ¥)
and allowable(g, ¥) are given below.



(11) allowable(-+, minus-nil, nom-acc-sing).
allowable( +, plus-nil, nom-acc-pl).
allowable(-, harm, gen-dat).

harmonize(-,[11¢, [1]).
harmonize{ nil, [1}¢,[1]).
harmonize( +, ¢, 1)

- harmonize2(¢, ¢).

harmonize2([Tjvowelt o a,[Zvowel* o u)
«— harmonize2([1}, [2]).
harmonize2(a, 6).

harmonize2([1)(¢ ¢ n-a-vowel),[1]).

As in HPSG, we treat the lexicon as a disjunction of
the descriptions of its members. As shown by Pollard
and Sag (1987), this allows a great deal of redundancy
in lexical deseriptions (o be factored into constraints at
suttable levels of generality using multiple inheritance.
For instance, the harmony constraints given above will
not need to be expressed on a word-by-word basis.

The goals allowable(¢, ¢, x) and harmonize(¢, ¢, x)
in the lexical constraint ensure the following:

(12) allowable(d, ¥, x)

1. nominative-singular words must have either
- or nil as their HARM values.

2. nominative-plural words must have either +
or nil as their HARM values.

3. all nominative words have + as their wORD
value.

4. all genitive and dative stems have - as their
WORD value, and may have any HARM value.

harmonize(¢, ¥, x)

l. if a word has a HARM value of nil or -, its
VOWELS value harmonizes with itself.

2. if a word has a HARM value of +, and its
VOWELS value is a singleton list containing
a, then it harmonizes with a singleton list
containing o.

3. recursively, if a word has a HARM value of +,
and ils VOWELS value is a list headed by a,
then it harmonizes with a list headed by u
only if the two list’s tails harmonize.

4. a list of vowels headed by some other vowel
than a or u harmonizes with itself.

It should be noted that n-a-vowel subsumes all of the
vowels except a and u. Thus, the line referring to
it causes the harmony process to terminate whenever
some other vowel than a or « occurs. The lexical con-
straint states that we can have morph which is a nom-
inative singular third person noun with semantics suit
ilf we have rooTs: {f,a1, t, n, @y, dh), and VOWELS
(a1, rg). Furthermore, the value of the HARMONY fea-
ture, (@, a), and {&y, @) must harmonize. As we can see
from Iigure 14, if the HARMONY value is either - or nil,

then (o, g) must actually be {a,q). If the HARMONY
value is +, then (o, az) must be (6,4). All members
of the sequence of vowels except the first must be «,
while the first must be 6. ‘T'he woRrD feature exists
primarily to prevent, e.g., fétnudh by itself from be-
ing recognized as a word. We could change our signa-
ture again, so that objects of type word had + as their
WORD value. However, this is not really necessary. The
WORD feature will come up again in the constraints on
suffiz and complez-word. As the reader can check, the
constraint above gives us fatnadh, with WoRD value +,
HARMONY value -, and AGR value nom-acc-sing, and
fotnudh, with WORD value -, HARMONY value + and
AGR value nom-acc-sing.

As the reader may have noticed, we handled the gen-
eral harmony case by specifying that the entire value
of the vowgLs feature harmonize with some sequence
of as. To handle the special cases, such as akern, we
merely nced to specify that the last element of the
vOWELS feature harmonize with a singleton list con-
taining an a. To handle cases where some other as
harmonize further forward in the word, we would only
need to force some final segment of the VOWELS value to
harmonize with some list of as. As an example, we give
the lexical constraint for the word akarn in Figure 12.
It should be noted that, in this scheme, words which do

VOWELS: [1]([Zjvowel, [3Jvowel) A

RooTS: (2], k,[3], r, n) A

WORD: [4]bool A

HARMONY:[5]bool) A

SYNSEM: (SEM: acorn A

SYNCAT:( n A

AGR:[6]nom-acc A
SUBCAT: () A

harmonize({5], (a}, (E)) A

allowable([4], [5], (6])

Figure 12: Lexical constraint for akarn

not have an e as their final vowel (i.e., as the head of
their VOWELS value) must have nil as their HARMONY
value.

The constraints defining suffixes will be very similar
to those defining words. Here, all suffixes with a first
vowel ¥ must have trigger as their HARMONY values (the
rest have nil). The constraint defining the dative-plural
affix -um is given in Figure 13. The way in which the
FIRST, SYNCAT, SUBCAT, etc., are passed to a complex-
word are exactly as in the English case (Mastroianni
1993). Here, the only differences are with respect to
the woRD and HARMONY values.!®

We now turn our attention to the task of defining
constraints on compler-word. For this, we add two new

16 All affixes are defined in the signature to have - as their
WORD value; strictly speaking, this makes the reference to
WORD:- in Figure 13 redundant. However, it does make the
constraint to follow more readable.



VOWELS: ([T]u) A
rooTs: (1], 2]m) A
WORD: - A
HARMONY : Irigger A
SYNSEM: (SEM: (OPERATOR: dative-op A
OPERAND: sem) A
SYNCAT:(n A
AGR: (NUM: pl; A
PERS: third A
CASE: dative) A
SUBCAT: (HD: (SYNSEM:
SYNCAT:
(n A
AGR: nom-acc)) A
TL: e-list)))

I'igure 13: Constraint on the dative-plural suffix -um

features, s1eEm and MoOD, with values of type word and
allix, respectively. The constraint on combining stems
and suffixes is given in Figure 14. The definite clause
compalible(g, ¥} is defined as follows.

(13)  compalible(trigger, +)
compatible(rigger, nil)
compalible(nal, minus)
compatible(nil, nil)
The constraint in Figure 14 allows the dative affix to
combine with fotnudh and akérn, but not fatnadh or
akarn, which is the desired result. Furthermore, the
dative affix can combine with any word which has a
HARMONY value of nil. Thus, it can combine with any
word which has a final vowel other than a.

‘I'hese definitions allow us to deal with vowel harmony
without resorting to some undefined non-local process.
In this way, we have improved significantly on the pre-
sentation in (Scobbie 1991). We have also done this in
a purcly monostratal theory, without recourse to rule
orderings, extrinsic or otherwise.

Conclusion

The phonological theory which we have outlined has

several advantages, both theoretical and practical, over

the standard autosegimental theories.

I. Qur theory is properly formalized (see (Bird and
Ladd 1991) for an explanation of the formal short-
comings of autoscgmental phonology).

2. Because we have kept the features geometry em-
ployed in our segmental and metrical representations
closely tied to observable acoustic phenomena, our
theory can be given a semantics in terms of gestural
scores (we follow (Scobbie 1991) in this).

3. With our monostratal, declarative architecture, we
can do both generation and analysis using the same
graminars.

4. Our uniform constraint-based architecture allows us
Lo:
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complez-word2 =
(vowEeLs: [Luowel* o [ZJvowel* A
ROOTS: [BJroott e [@roott A
HARMONY: harm A
WORD: + A
SYNSEM: (SEM: (OPERATOR: [5]operator A
OPERAND:[6]sem) A
SYNCAT:[7]syncat A
SUBCAT: [8]subcat-list) A
STEM: (word A
VOWELS:[2] A
ROOTS:[3] A
SYNSEM: [o}(SEM:[6] A
SUBCAT:[8]) A
HARMONY:[10]) A
MoD: (suffiz A
VOWELS:[1] A
ROOTS:[4] A
SYNSEM: (SEM: (OPERATOR:[5] A
OPERAND:[6])) A
SYNCAT:[7] A
SUBCAT: ( #D:[g] A
TL:[B]) ) A
HARMONY:[11]karm) A

compatible([i1], [10]).

Figure 14: Constraint on combining stems with swuffizes

(a) employ the same grammars for both generation
and analysis; and

(b) naturally interleave the processing of phonological,
morphological, syntactic, semantic and pragmatic
information.

It might be claimed that our approach 1s in some way
too unconstrained. But the generality of the constraint-
based representational system should not be confused
with the restrictions on the linguistic theory. Our ap-
proach to phonology is quite restrictive in that all of the
techniques we have used merely represent the empirical
generalizations in an intuitive manner. This should be
contrasted, for example, with derivational theories in
which simple constraints such as the sonority contour
and the maximal onset principle are indirectly captured
through ordered context-sensitive rewriting schemata.
But, as with most work on linguistics, we have not
spelled out the precise boundaries between the univer-
sal and the language specific.
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